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Abstract
As the literature does not contain enough measurement data 
to create dedicated correlations for the Nusselt number and 
convective heat transfer inside box type windows, CFD simu-
lations are performed to study the type of natural convection 
in such windows. Validation is attempted with the help of the 
turbulence benchmark of Betts and Bokhari (2000) and com-
parison with other simulations found in the literature. The 
k-ω SST model of Menter (1994) is selected to perform a wide 
range study of the cavity aspect ratios and Rayleigh numbers 
expected in box windows, enabling an analysis of the types of 
convections encountered. A new correlation is introduced to 
calculate the convective heat transfer, and finally, the study is 
augmented to investigate the effects the temperature stratifica-
tion has on critical glazing surface temperatures.

Keywords
historical double skin window, box type window, heat loss 
calculation, convection in glazing cavity, natural convection

1 Introduction
The first part of this article showed that the large cavity 

dimensions of traditional double skin box type windows result 
in a type of natural convection very different from the one 
encountered in the much thinner cavities of insulating glass 
units (henceforth IG units). Most of our current tools for calcu-
lating fenestration heat transfer were  developed for contempo-
rary single skin windows with IG units. This raises questions 
regarding the validity of said methods for the case of box type 
windows. One key area to be investigated is the correlations 
used in these calculations for predicting the Nusselt number 
and the convective heat transfer coefficient in the glazing cav-
ity. The correlations in the most commonly used standards 
EN 673 (2011) and ISO 15099 (2003) for glazing area heat 
transfer seem inadequate. They both neglect the cavity aspect 
ratio dependence of the Nusselt number (which is an influenc-
ing parameter reported by many other sources for small aspect 
ratio cavities), and box type windows simply lie outside their 
published area of validity. If we use them regardless, they show 
significant disagreement with more recent results as reported in 
part one of this article. Based on the available literature alone, 
no definitive statement can be made on which other correlation 
is best suited for box type windows.

A new dedicated study focusing directly on the flow regime 
encountered in box type windows is needed. A schematic rep-
resentation of the cavity geometry, dimensions and boundary 
conditions of the problem is found in Fig. 1. The flow type or 
flow regime is described by two dimensionless numbers: the 
aspect ratio, which is defined as the height to width ratio of the 
vertical section of the cavity A = H/L, and the Rayleigh num-
ber, which is the product of the Prandtl and Grashof numbers 
Ra=Gr*Pr, calculated based on the cavity thickness. For a box 
window, we have to investigate cavities with A = 7 to 35 [-], 
which is much smaller, and Ra = 6e5 to 3e7 [-], which is much 
bigger than in IG units.

In the literature, besides a few analytical papers, we find stud-
ies based mainly on either laboratory measurements or Compu-
tational Fluid Dynamics simulations. A good review of some 
of the available convective heat transfer measurement data is 
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found in Ganguli et al. (2009). Good measurement setups are 
very difficult to construct as the heat flux, temperature differ-
ences, and velocities to be recorded are all quite small, and the 
required boundary conditions can be hard to achieve in a way 
that they do not interfere with the measurement accuracy, espe-
cially in the case of the convective heat flow. Ecker and Carlson 
(1961) used interferometry to measure the temperature field in 
cavities but did not reach Rayleigh numbers high enough to be 
useful for box windows. The measurements of Yin et al. (1978) 
focused on the aspect ratio range of 4.9<A<78.7 [-] and Ray-
leigh numbers of 1e4<Ra<7e6 [-], which extends well into the 
range of interest for our current study. However, as Ganguli et 
al. (2009) noted, the concentration of heat transfer to the top 
and bottom edges of the cavity for low aspect ratios raises ques-
tions regarding the accuracy of the heat flux measurement meth-
ods they used. ElSherbiny et al. (1982) conducted one of the 
most comprehensive and most cited measurement campaigns in 
the literature about the natural convection in rectangular cavi-
ties. They investigated the effect the treatment of the side wall 
boundary conditions have on measurement results. They used a 
high conductivity material to form the side walls of their meas-
urement setup resulting in a near linear temperature profile, 
which is a standard practice for most such measurements. While 
this is a good fit for flows in the conduction regime where the 
temperature gradient in the fluid is itself linear, which results in 
essentially no sideways heat flux, it complicates matters when 
a boundary layer regime flow is investigated. Here, especially 
at the top and bottom zones of the cavity, the core of the fluid is 
close to either the cold or the hot boundary temperature while 
the solid wall of the cavity tries to enforce a linear temperature 
profile. This leads to nonzero sideways heat flux possibly caus-
ing difficulties when using the data for validation. Zhao (1997) 
noted that ElSherbiny’s data shows an unphysical tendency for 
large Ra and small A numbers. According to theory, the overall 
heat transfer coefficient should decrease with increasing aspect 
ratio for any given Ra number as the top and bottom corners 
of the cavity, where the convection cell loops around and the 
heat transfer is more intense, get further apart and their effect 
gets proportionally smaller in the overall heat transfer. The data 
of ElSherbiny shows the opposite trend, indicating a possible 
measurement error for highly stratified low aspect ratio flows. 
Shewen et al. (1996) have developed a new method for the 
simultaneous heating or cooling of, and heat flux measurement 
on cavity walls in experimental apparatus aimed at the study 
of natural convection in rectangular cavities based on the Pel-
tier effect. Unfortunately, their study concentrated on cavities 
with aspect ratios of 40 [-] or larger and Rayleigh numbers less 
than 1e6 [-]. At the moment, there is no dataset in the literature 
that covers the entire aspect ratio and Rayleigh number range of 
flows in box type windows with sufficient resolution and is pro-
nounced reliable by most of the sources to serve as a basis for 
a new correlation. We have to turn to CFD simulations instead.

Fig. 1 A schematic representation of the ‘natural convection in a rectangular 
differentially heated cavity’ problem

With advancements in numerical methods and compu-
tational resources, most newer studies rely heavily on CFD. 
While earlier works were limited to laminar flows such as 
the work of Newell and Schmidt (1970), Raithby and Wong 
(1981), Lee and Korpela (1983), Wright and Sullivan (1993) 
and Zhao (1997), the type of natural convection in the cavities 
of box type windows is in the fully turbulent boundary layer 
regime. The choice of turbulence model is thus a key issue, 
and the results have to be thoroughly validated. From the main 
approaches to turbulence modelling: RANS (Reynolds-Aver-
aged Navier-Stokes), LES (Large Eddy Simulation) and DNS 
(Direct Numerical Simulation) methods RANS models will be 
investigated, as a great number of individual simulations will 
be required to adequately resolve the flow regime of box type 
windows and to later model entire complex window assemblies 
at an acceptable computational cost.

There are few datasets available in the literature that are 
intended to aid the validation of turbulence models for nat-
ural convection problems in enclosed rectangular cavities. 
The study best suited for box type windows is that of Betts 
and Bokhari (2000), made available for researchers through 
the ERCOFTAC website. Betts and Bokhari conducted their 
measurements by modifying an earlier apparatus of Dafa’Alla 
and Betts (1996). The test rig enclosed an air-filled cavity of 
2.18 [m] height, 0.076 [m] thickness and 0.52 [m] length. The 
temperature difference was applied by the 2.18x0.52 [m] verti-
cal walls that were constructed from polished aluminium with 
water jackets for cooling or heating, together with a support-
ing wooden frame and thermal insulation towards the outside. 
The aim of the design was to create truly isothermal condi-
tions on the cold and warm sides. This was achieved, among 
other things, by slightly extending the walls beyond the cav-
ity in a vertical direction. The side walls were created from 
a rubber material with a thermal conductivity near the effec-
tive conductance of the cavity (λ=0.155 [W/mK]). A series of 
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thermocouples were embedded in these rubber walls. They 
measured a near linear temperature profile in the side walls 
between the hot and cold aluminium walls without the exces-
sive heat flows of much better conducting walls that were used 
in many earlier measurements. The flow cavity had an aspect 
ratio of A=28.68 [-] and measurements were conducted at 
Rayleigh numbers of Ra=0.86e6 and 1.43e6 [-] by varying the 
temperature difference (ΔT=19.6 and 39.9 [°C]). Although the 
aspect ratio is at the higher, and the Rayleigh number (for the 
bigger temperature difference) at the lower end of the range 
found in box type windows, the results show a very similar 
turbulent boundary layer flow. Betts and Bokhari reported both 
the time averaged mean, and the root mean square of the tem-
perature and flow velocities (both horizontal and vertical com-
ponents) throughout the cavity along predetermined horizontal 
and vertical sections (see Fig. 2). The temperature measure-
ments were done with a 75 [μm] diameter K type traversing 
thermocouple with a response time of 0.07 [s], a position accu-
racy less than the thermocouple diameter, and a digital accu-
racy of 0.1 [°C]. Laser Doppler anemometry (LDA) was used 
for the velocity measurements. Due to the construction of their 
setup and the nature of the stratified boundary layer flows, 
the convective heat transfer could not be measured directly. 
Instead, they only reported local heat flux densities calculated 
based on the measured wall-normal temperature gradients in 
the laminar sublayer at discrete points: qlocal=λair*∂T/∂n. An 
average Nusselt number is also given calculated from the local 
heat flux densities.

Fig. 2 A schematic representation of the ‘natural convection in a rectangular 
differentially heated cavity’ problem

Betts and Bokhari (2000) reported an effectively 2D tem-
perature field for 90% of the cavity width. The velocity field 
could only be measured for the middle 50% of the cavity where 
it was also found to be near perfectly 2D. Both velocity and 
temperature profiles were antimetric. In the core, the veloc-
ity is near zero, but the velocity fluctuations are the strongest 

(70% of the mean velocity near the walls) due to the interac-
tion of the rising and sinking boundary layers. Peak velocities 
were found along the bottom of the hot (y/H=0.1 [-]) and the 
top of the cold (y/H=0.9 [-]) walls in the rising and sinking 
boundary layers. The temperature field also showed strong 
boundary layers next to the two vertical walls, with a near zero 
horizontal gradient in the core. The top and bottom ends of the 
cavity showed strong vertical temperature stratification while 
the middle portion of the cavity did not.

The data of Betts and Bokhari has since been used by many 
researchers for testing turbulence models. Hsieh and Lien (2004) 
studied low-Re k-ε models for weakly turbulent flows with an 
unsteady RANS solver. Unlike some other flows, the turbulent 
boundary layer flow in the benchmark of Betts and Bokhari 
proved sufficiently turbulent to allow for a steady-state solution 
without the extra computational strain of a transient simulation. 
They conducted a mesh refinement study but found little differ-
ence between their 50x100, 75x150 and 100x200 non-uniform 
rectangular grids, except in the laminar-turbulent transition point 
in the boundary layers. Finer resolutions in the longitudinal (ver-
tical) direction gave slightly smaller Nusselt numbers. They also 
investigated the effect of different treatments of the buoyancy 
source in the turbulent kinetic energy equation, including the 
case of a zero buoyancy source, and found little to no difference 
indicating that the term is negligible. Although the temperature 
and velocity results were good, the Lien and Leschziner k-ε 
model (1999) underpredicted the average Nu number by 20% 
compared to Betts and Bokhari (see Table 1).

Zhang et al. (2007a; 2007b) tested the zero equation models 
of Chen and Xu (1998), the RNG k-ε model of Yakhot and 
Ország (1986), the low-Re k-ε model of Launder and Sharma 
(1974), the SST k-ω model of Menter (1994), the modified v2f 
model of Davidson et al. (2003), the Reynolds Stress Model of 
Gibson and Launder (1978) as well as Detached Eddy (DES) 
and Large Eddy Simulations (LES), among other benchmarks, 
for the turbulent natural cavity-convection problem. They used 
a non-uniform rectangular mesh with y+<=0.3 for RANS and 
0.1 for DES and LES models. The grid dependence study found 
no need for further refinement. The zero equation and DES 
models both performed badly and predicted erroneous veloc-
ity fields, while the low-Re k-ε model had trouble predicting 
the temperature field at the top and bottom ends of the cav-
ity. The RNG SST and RSM models all gave comparably good 
results and the v2f model of Davidson achieved the best fit 
with the measurements. Aksouh et al. (2010) compared simula-
tions with the RNG k-ε and SST k-ω models with the data of 
Betts and Bokhari on two and three-dimensional non-uniform 
rectangular grids; they found the SST model to give superior 
results for heat transfer, and the difference between 2 and 3D 
calculations negligible. Their calculated average Nusselt num-
ber was within 10% of the one reported by Betts and Bokhari 
(although this is not born out by the figure they published 
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for the local Nusselt numbers distribution). In a later article, 
Aksouh et al. (2011) revised their results slightly by stating that 
the three-dimensional effect might, after all, be important for 
the flow, at least at the very bottom and top ends of the cavity. 
They also proposed a correlation for the Nusselt number, but 
only as a function of the Rayleigh number and for the singular 
aspect ratio of the investigated A=28.68 [-]. Keyn and Agar-
wal (2013) performed a similar study comparing the realizable 
k-ε and k-ω SST models, with results also favouring the lat-
ter. Ammour et al. (2011) ran unsteady simulations with the 
standard k-ε, k-ω SST, v2f, φ-f and RSM RANS turbulence 
models for the lower Ra number case of Betts and Bokhari. 
They achieved good results with low-Re models and also found 
the v2f to give the best results, though at the cost of occasional 
numerical instabilities. Another study of some 20 eddy-viscos-
ity turbulence models based on Betts and Bokhari is found in El 
Moutaouakil et al. (2014). Regarding both accuracy and total 
computational time, they found the v2f, k-ω SST and the φ-f 
models as the best choice. The average Nusselt number they 
calculated with these models fell within 10% of the one pre-
dicted by Betts and Bokhari.

A number of other publication could also be cited using 
the data of Betts and Bokhari, but unlike the ones reviewed 
here, most other works are limited to studying the difference 
between the calculated and measured temperature and velocity 
fields and do not give an analysis of the convective heat trans-
fer. The calculated Nusselt numbers found in the literature are 
summed up in Table 1. Unfortunately, although many sources 
found a good qualitative agreement between the overall calcu-
lated and measured temperature and velocity fields, the Nusselt 
number predictions show larger discrepancies.

2 CFD model
Based on the literature review, a two-dimensional steady 

state model was built with the turbulence modelling based on 
the Reynolds Averaged Navier-Stokes equations. The program 
ANSYS FLUENT release 13.0 (2010) was used for all of the 
CFD simulations. For the buoyancy forces, both the Boussin-
esq approximation and the incompressible ideal gas formula-
tion was tested, with little-to-no difference between the results. 

In the end, the ideal gas model was used. The continuity equa-
tion (in Cartesian tensor notation) can thus be expressed as:

∂
∂
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where: ρ [kg/m3] – the density
 Pop [Pa] – the operative pressure (101325 [Pa])
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 Tm [K] – the mean temperature
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where: ρ [kg/m3] – the density
 u

j
 [m/s] – the jth component of the mean   

  velocity vector
 P  [Pa] – the mean pressure 
 μ  [Ns/m2] – the dynamic viscosity
 ′u

j
 [m/s] – the jth component of the fluctuating   

  velocity
 g [m/s2] – the gravitational acceleration

The Reynolds stresses are calculated by one of the following 
turbulence models:

• the k-ω SST model of Menter (1994)
• the RNG k-ε model
• the realizable k-ε model

Table 1 Comparison of calculated Nu numbers compared to the measurements of Betts and Bokhari

Ra=0.86e6 [-] 
(NuBB=5.85 [-])

Ra=1.43e6 [-] 
(NuBB=7.57 [-])

source software mat. prop. buoyancy turb. model Nu %Err Nu %Err

Hsieh and Lien ? Boussinesq
low-Re k-ε LL
(Lien and Leschziner, 
1999)

- - 5.99 -20.87%

Aksouh et al. ? Boussinesq k-ω SST 5.51 -5.8% 6.96 -8.06%

Ammour et al. Code-Saturn const. Boussinesq k-ω SST 5.266 -10% - -

El Moutaouakil et al. (2014) custom code const. Boussinesq k-ω SST 5.53 -5.47% 6.687 -11.66%

(1)

(2)

(3)
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• the low-Re k-ε model of Abid (1993)
• the low-Re k-ε model of Lam-Bremhost (1981)
• the low-Re k-ε model of Launder and Sharma (1974)
• the v2f model of Durbin (1995)

The energy equation takes the following form:
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where: ρ [kg/m3] – the density
 cp [J/kgK] – the specific heat capacity
 u

i
 [m/s] – the ith component of the mean   

  velocity vector
 Tm [K] – the mean temperature
 λ [W/mK] – the thermal conductivity
 νt [m2/s] – the turbulent eddy viscosity
 σt [-] – the turbulent Prandtl number

The turbulent heat flux in the energy equation is calculated 
based on the simple gradient diffusion hypothesis with a con-
stant turbulent Prandtl number of σt = 0.85 [-].

The pressure-velocity coupling was based on the SIMPLE 
algorithm with the PRESTO! scheme for the discretization of 
pressure, and the QUICK scheme for the momentum, velocity, 
turbulence and energy equations. The properties of the air filling 
the cavity were calculated as temperature dependent (see Table 2).

Table 2 Material properties

property symbol value

density ρ incompressible ideal gas

specific heat capacity cp 1005 [J/kgK] constant

thermal conductivity λ

piecewise linear interpolation:
λT= 288.75 [K] = 0.0253 [W/mK]
λT= 308.30 [K] = 0.0268 [W/mK]
λT= 327.85 [K] = 0.0283 [W/mK]

dynamic viscosity μ acc. the Sutherland formula

molecular mass Mw 28.97 [g/mol]

The geometry was defined to match the cavity of the experimen-
tal apparatus of Betts and Bokhari, and the boundary conditions 
were chosen to correspond to the higher Rayleigh number of their 
measurements (see Fig. 3). The vertical walls were isothermal, 
with Tcold=288.75 [K] and Thot=327.85 [K]. This gives a Rayleigh 
number based on cavity thickness and Tm=(Thot+Tcold)/2=308.3 
[K] of Ra=1.43e6 [-]. The top and bottom walls were defined as 
either adiabatic (a simplification found in many of the publica-
tions) or with a temperature profile taken from the perimeter-ther-
mocouple measurements of Betts and Bokhari (2000). 

A mesh refinement study was made and based on the literature 
research; the effect of both the near wall and the longitudinal 

(vertical) mesh resolution was investigated. The effect of near 
wall resolution was <1% between y+=1 and y+=0.035 [-]. The 
longitudinal mesh resolution was also increased. In the end, 
non-uniform rectangular mesh with a constant dy=10 [mm] 
vertical resolution for 90% of the cavity height was adapted 
with the same boundary layer refinement for the vertical and 
top/bottom horizontal surfaces.

Fig. 3 The cavity geometry and boundary conditions

3 Model validation
The calculation results for all the turbulence models inves-

tigated are presented in Figs. 4-7 for the temperature and 
Figs. 8-9 for the vertical velocity fields. 

The low-Re k-ε models give the worst results for both the 
temperature and velocity fields. They predict excessive verti-
cal temperature stratification at the bottom (y/H<0.3) and top 
(y/H>0.7) portions and near zero in the middle (0.3<y/H<0.7) 
of the cavity. They also underpredict the maximum vertical 
velocities in the boundary layers and with the exception of the 
Launder-Sharma (1974) model, cannot reproduce the shape of 
the velocity distribution in the middle of the cavity. The RNG 
and realizable k-ε models give nearly identical results for both 
temperature and velocity. Their prediction of the temperature 
distribution is quite good, especially for the vertical temperature 
profile across the middle of the cavity; however, they overpre-
dict the maximum velocities and fail to reproduce the correct 
shape of the velocity profile, much like the low-Re k-ε models.

The best results are obtained with the k-ω SST and v2f mod-
els, though the v2f model severely overpredicts the temperature 
stratification in the middle of the cavity. The k-ω SST model 
best predicts the maximum flow velocities and both the v2f and 
SST models produce a reasonable match for the shape of the 
velocity profile in the middle of the cavity: antimetric, peak 
velocity ca. 6-7 [mm] from the walls and a near linear distribu-
tion of vertical velocities in between.

In the laminar sublayer immediately adjacent to the cavity 
walls, heat is only transported in the horizontal direction by 
thermal diffusion in the fluid (since the wall normal velocity is 
zero). The local Nusselt number is thus calculated as the ratio 

(4)
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Fig. 4 Horizontal Tm profile at y/H=0.05 [-] Fig. 5 Horizontal Tm profile at y/H=0.50 [-]

Fig. 6 Horizontal Tm profile at y/H=0.95 [-] Fig. 7 Vertical Tm profile

Fig. 8 Horizontal profile of mean vertical velocity  
at y/H=0.05 [-]

Fig. 9 Horizontal profile of mean vertical velocity  
at y/H=0.50 [-]

between the local surface-normal temperature gradient and a 
temperature gradient satisfying the Laplace equation (heat flux 
only by thermal diffusion, i.e. heat conduction in an imaginary 
stagnant fluid):

Nu L
T

x
T

local

m= ∂
∂

∆

where:  Nulocal [-] – the local Nusselt number

 L [m] – the total thickness of the cavity
 Tm [K] – the mean temperature
 ΔT [K] – the total temperature difference   
  between the hot and cold sides

The average Nusselt number is calculated by taking the sur-
face integral of the local Nusselt number and dividing it by the 
total cavity height:

(5)
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Nu
H

Nu dy
local

H

= ∫
1

0

where:  Nu  [-] – the Nusselt number
 Nulocal [-] – the local Nusselt number
 H [m] – the total height of the cavity

The distributions of the local Nusselt number along the cooled 
vertical wall of the cavity found in the literature are shown in 
Fig. 10, the calculated distributions in Fig. 11. The measured 
local and average Nusselt values reported by Betts and Bokhari 
are shown in both graphs. The best match of the measurements 
is clearly found in El Moutaouakil et al. (2014) with all of their 
turbulence models shown in Fig. 10 producing a Nuaverage num-
ber within 10% of the measurement. Aksouh et al. published 
similarly good results but the graph showing the local Nusselt 
number distribution in their paper is possibly faulty and shows 
a different result. The low-Re k-ε model of Hsieh and Lien give 
significantly lower values for the convective heat transfer. The 
picture is different in the calculations of this current study. All 
models were found to give a low Nu number compared to Betts 
and Bokhari (see Table 3.), except for the Launder-Sharma low-
Re k-ε model, which however produced erroneous temperature 
and velocity fields as shown earlier. The lowest number is pro-
duced by the RNG and realizable k-ε models. The best match 
for the average Nusselt number is given by the v2f model, but 
the shape of the local Nusselt number profile is clearly showing 
the effect of the model’s faulty overprediction of vertical tem-
perature stratification. For the k-ω SST model, the shape of the 
local Nusselt number’s distribution along the cavity wall is con-
sistent with the data, but the calculated average Nusselt number 
is 19.1% lower than measured.

The reason for the discrepant Nusselt number results, despite 
the very similar calculated temperature fields, is to be found in 
the wall adjacent temperature boundary layer. The first 7 [mm] 
of the calculated temperature field at y/H=0.5 [-] along the cold 
wall, as well as the calculated wall-normal temperature gradients 

at the same place, are found in Fig. 12 and 13. In the first ca. 2-3 
[mm], the measured and calculated temperature profiles are near 
linear indicating that we are in the viscous sublayer. While the 
temperature fields are very similar, according to Eq. (5), the heat 
flux is proportional to the temperature gradient. The calculated 
temperature gradients next to the wall and the thickness’ of the 
laminar sublayer are very different depending on the turbulence 
model. In Betts and Bokhari (1996), the Nusselt number was 
also calculated from the wall adjacent temperature gradient, 
and the average ∂T/∂n was reported as 3900 [K/m]. There were 
about 11 temperature measurement points in the first 7 [mm] of 
the boundary layer. The exact value of the temperature gradi-
ent is hard to determine from the data they published. For their 
study, Betts and Bokhari used a fourth order polynomial fitted 
to the temperature measurement points, and the gradient was 
determined from this with a claimed accuracy of +-5%.

Table 3 The calculated average Nusselt numbers

turb. model Nu
%Error  
comp. to Betts and Bokhari 
(Nu=7.57)

k-ω SST 6.1192 -19.16%

v2f 6.8036 -17.66%

RNG k-ε 5.4335 -28.22%

realizable k-ε 5.1666 -31.76%

low-re k-ε, A 6.2361 -17.16%

low-re k-ε, L-B 5.9629 -21.23%

low-re k-ε, L-S 7.8005 +3.05%

It is not clear why the calculations of El Moutaouakil et al. 
and Ammour et al. produced significantly higher Nu numbers 
with the k-ω SST model than the current study. The use of the 
k-ω SST model in FLUENT with an incompressible ideal gas 
treatment of buoyancy and temperature dependent material 
properties is generally known to give good results for convec-
tive heat transfer. El Moutaouakil used a proprietary code and 

Fig. 10 Horizontal Tm profile at y/H=0.05 [-] Fig. 11 Local Nusselt number (cold side) - in literature

(6)
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Ammour et al. a different CFD software (Code-Saturn) but nei-
ther paper mentioned any modifications to the governing equa-
tions or the turbulence model constants. Mesh refinement stud-
ies for the problem all show very little effect for y+ below 1, so 
it is doubtful that the different computational meshes could be 
the culprit. The material properties and turbulent Prandtl num-
bers, which could account for the different result, are not pub-
lished in either one of the papers cited in Table 1. The calculated 
wall-normal temperature gradients are likewise unreported.

As Betts and Bokhari’s setup could not measure the heat 
flux densities directly (e.g. by thermopiles or by metering the 
heating and cooling loads) and used temperature measurements 
instead, there is still sufficient uncertainty to conclude which 
model is the most accurate. Further study is needed to resolve 
the differences between the measurements, the published 
results and the CFD simulations. For the time being, we will 
keep using the k-ω SST model as it performed best for both 
temperature and velocity fields. A study of a wider range of 
flows must be performed to enable a comparison with the rest 
of the literature reviewed in part 1 of this article.

4 Parameter study – simple cavity
To cover the range of flows encountered in the cavities of box 

type windows, a parameter study with 10 times 10 simulations 
was set up as shown in Fig. 14. The cavity aspect ratio was varied 
from 7 to 35 [-], and for each aspect ratio, the Rayleigh number, 
based on cavity thickness, was varied logarithmically between the 
lowest and a highest value according to Table 4. The prescribed 
cavity surface temperatures were calculated to give the specified 

Ra number with the cavity thickness and a mean temperature of 
283.15 [K]. The boundary conditions were set according to Fig. 2, 
with isothermal vertical walls and adiabatic top and bottom walls.

Fig. 14 The typical flow regime in cavities of box type windows (indicated 
with pairs of Ra and A numbers) and the range of the current study

Fig. 15 shows the distribution of the dimensionless tempera-
ture in the cavities of different aspect ratios, and Ra numbers 
along horizontal sections at heights of y/H=0.1, 0.5 and 0.9 [-]. 
Fig. 16 displays the temperature profile through the vertical axis 
of the cavity. The dimensionless temperature is defined as f=T-
Tcold/(Thot-Tcold) [-]. The temperature field is similar in all cases, 
but there is a strong dependence on the aspect ratio. In cavities 
with small aspect ratios, the vertical temperature stratification 
is almost perfectly linear. As A increases, the stratification gets 
stronger in the top and bottom portions and weaker in the mid-
dle two-thirds of the cavity, as was the case in the cavity of

Table 4 The A and Ra number range of the parameter study

A [-]

7 8.37 10 12 14.3 17.1 20 24.5 29.3 35

Ralow   [-] 3e6 2e6 1e6 7e5 6e5 6e5 6e5 6e5 6e5 6e5

Rahigh [-] 3e7 2e7 3e7 3e7 3e7 3e7 2e7 1e7 5e6 3e6

Fig. 12 Temperature field normal to the cold wall  
at y/H=0.5 [-]

Fig. 13 Temperature gradient normal to the cold wall  
at y/H=0.5 [-]
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Betts and Bokhari (ABB=28.68 [-]). On the horizontal tempera-
ture profiles, the temperature boundary layers are always vis-
ible, but the temperature field in the core (between the boundary 
layers) changes considerably with aspect ratio. For small A’s, 
there is a near zero horizontal temperature gradient between 
the boundary layers while in more slender cavities, a distinct 
linear temperature is observed with about one-fifth of the total 
temperature difference. The Rayleigh number has a noticeably 
smaller effect on the temperature field than the aspect ratio. The 
vertical temperature stratification is almost independent of the 
Ra number except for the very ends of the cavity. For a lower 
Ra number, the thickness of the boundary layers is somewhat 
bigger and consequently the gradient of the dimensionless tem-
perature in the boundary layer is slightly reduced.

The temperature in the core of the cavity outside the bound-
ary layers is well described by the vertical temperature profile in 
the axis of the cavity. The temperature at the top and the bottom 
of the cavity is at f=0.9 and 0.1 [-], irrespective of the Ra or A 
number and 0.5 [-] at the middle due to the symmetric nature of 
the flow. As the temperature stratification is often a key question 
in the hygrothermal behaviour of box type windows, it is use-
ful to predict this temperature. The following polynomial was 
created with the help of the nonlinear least squares fit function 
lsqnonlin of MATLAB to give the dimensionless temperature of 
the core depending on the dimensionless height and aspect ratio:

f b b b

b b

= + × + × − ×

− × + ×

−
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where:  f [-] – the dimensionless temperature of the core
 A [-] – the dimensionless aspect ratio (A=H/L)

 y [m] – the height
 H [m] – the total height of the cavity

The overall shape of the velocity field (vertical velocity) is also 
strongly dependent on the aspect ratio, as can be seen in Fig. 17. 
The velocity field is always antimetric with peak values in the 
boundary layer, but for small aspect ratios, the velocity in the core 
of the cavity is zero while for larger aspect ratios, there is a near 
linear distribution of velocities between the two peaks. The maxi-
mum vertical velocity for the largest Ra number is between 0.2 
and 0.3 [m/s] depending on the aspect ratio. For small Ra num-
bers, the peak velocities decrease, as expected, but the shape of 
the velocity profile is not changed. Velocity profiles similar to the 
measurements of Betts and Bokhari are found only in the large 
aspect ratio cavities, as was the case with the temperature profiles.

The relative distribution of the surface heat flux along the cold 
vertical walls of the cavities is shown in Fig. 18. The calculated 
heat flux densities were “normalized” to give an integrated value 
of 1 to give a picture of their relative distribution. The convective 
heat transfer is always strongest at the top edge of the cold wall 
(and the bottom edge of the warm wall) where the flow inside 
the cavity loops around. Cavities with a small aspect ratio have 
a near linearly increasing heat flux density profile from the bot-
tom to the top of the wall, while in more slender cavities, there 
is a middle, near constant, section where the vertical temperature 
gradient in the core was shown to be the smallest.

Though all the investigated cavities are in the turbulent 
boundary layer flow regime, the range of cavity aspect ratios 
A=7-35 [-] represents a transition zone between close-to-rec-
tangular and tall and slender cavities, with different patterns 
in the temperature stratification and velocity field. In small 
aspect ratio cavities, the boundary layers resemble those in a 
square cavity with a horizontally isotherm and vertically strati-
fied core. For larger aspect ratios, the boundary layers begin to 
interact more and more strongly creating better mixing and less 
stratification in the core.

Fig. 15 Horizontal temperature profiles at y/H=0.1,0.5 and 0.9, 
for high Ra (solid) and low Ra (dashed) simulations

Fig. 16 Vertical temperature profile in the cavity axis for high Ra (solid) 
and low Ra (dashed) simulations

(7)

(8)
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The average Nusselt numbers calculated are shown in 
Fig. 19. The Nusselt number is a function of both Ra and A, 
with bigger aspect ratios producing a smaller Nusselt number 
for any given Ra, as is expected based on the theory. The effect 
of A can reach 10-15%. Based on these results, the following 
new correlation is proposed for calculating the Nusselt number 
in the cavities of box type windows:

Nu

Nu Ra
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= +( )−
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The correlation (see Fig. 20) is only intended for box type 
windows, with the A and Ra range of validity clearly set by 
Table 4. Nu1 gives the minimum Nusselt number, and it is 
effective for higher aspect ratios and larger Ra numbers. For 
a given A, Nu2 gives Nu=f(Ra) functions with a smaller slope 
on the double logarithmic graph than Nu1 that intersects with 
the latter at larger and larger Ra numbers for lower and lower 
aspect ratios. This indicates that the aspect ratio becomes more 
important for smaller Rayleigh numbers. As Ra is increased, 
the convective heat transfer becomes more and more aspect 
ratio independent.

The comparison of the new correlation for A=20 [-] with 
others found in the literature (see Part 1 of this article) is shown 
in Fig. 21. The predicted convective heat transfer is clearly 
smaller than the standards EN 673 (2011) and ISO 15099 
(2003) (and Wright (1996) on which it is based). The nearest 
match is with the turbulent correlations of Xaman et al. (2005).

Fig. 21 Comparison of the new correlation for the Nusselt number with the ones 
found in the literature, for A=20 [-] (each correlation is plotted as continuous for 

its published range of validity and with a dotted line outside the range)

Fig. 17 Horizontal profile of mean vertical velocity 
at y/H=0.5

Fig. 18 Relative distribution of heat flux density along the height of the cold 
cavity wall

Fig. 19 Calculated Nusselt numbers Fig. 20 The new Nusselt number correlation

(9)
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5 Parameters study – simple glazing system
A second parameter study was conducted by modelling the 

entire simplified representation of the glazing system of box 
type windows (see Fig. 22). A basic case is a glazing system 
with a cavity enclosed by two panes of float glass, tgl=0.003 
[m] thick, on either side. So besides the fluid domain of the 
cavity, the internal and external solid glazing layers were also 
added to the model. The aim of this study was to investigate the 
possible difference in the velocity and temperature field when 
the boundaries of the cavity are defined, instead of unrealistic 
isothermal walls, with more realistic glazed surfaces, whose 
surface temperature is itself a function of the heat transfer 
processes in the cavity. Furthermore, in many cases, the most 
important factor in analysing a box type window is the lowest 
surface temperature in the cavity, since this is the point where 
moist air, filtering into the window from inside the building, 
can begin to condense. 

Fig. 22 Schematic representation of the glazing system geometry and 
boundary conditions

The properties of the glazing material were: ρgl=2400 [kg/
m3], cp,gl=850 [J/kgK] and λgl=1 [W/mK]. As in box type 
windows, the cavity is formed by the frame itself; no spacers 
were added for this study. The top and bottom edges were kept 
as adiabatic, while the cold and hot side boundary conditions 
were changed from first-type isothermal to a third type 
boundary with heat transfer coefficients representative for a 
winter condition: he=25 [W/m2K] and hi= 7.6923 [W/m2K] 
(see in EN 6946 (2007)). The glazing surfaces are numbered 
1 through 4 from the cold to the hot side of the entire glazing 
system. The internal dimensions of the cavity were defined the 
same ways as before, while the Tcold and Thot temperatures were 
computed to give the same Rayleigh numbers in the cavity as 
in Table 4, but calculated based on the average temperatures of 
the cavity adjacent glazing surfaces – surfaces 2 and 3 instead. 
This was achieved by running one-dimensional calculations of 

the glazing system, based on the ISO 15099 standard (2003), to 
find the right temperatures.

Due to the addition of the glazing surfaces, an infrared radia-
tion model had to be added to get realistic surface temperatures. 
The surface-to-surface view factor radiation model of FLU-
ENT was used for the task with a glazing surface longwave 
infrared emissivity of εgl=0.84 [-] (typical value for uncoated 
float glass, taken from the International Glazing Database). 
Radiative heat transfer was only modelled in the cavity. On the 
external surfaces of the glazing layer, the heat transfer coeffi-
cients accounted for both convection and radiation.

The vertical temperature profiles on the number 2 and 3 sur-
faces as well on the vertical axes of the cavity are shown in 
Fig. 23. The dimensionless temperature is calculated as f=T-T2/
(T3-T2) [-], where T2 and T3 are the average surface temperatures 
of the cavity adjacent glazing surface 2 and 3. As seen in Fig. 23, 
the temperature stratification of the core is virtually unchanged, 
while an additional stratification is now visible on the glazing 
surfaces. The temperature of surface 2 ranges from -0.1 to 0.1 [-], 
i.e. it can reach a 10% lower or higher temperature between Tcold 
and Thot as the surface average T1. On the warm side of the cavity, 
the stratification is larger: between 0.85 and 1.2 [-]. It is obvious 
that due to the stratified turbulent boundary layer flow in such 
windows, the critical surface temperatures cannot be determined 
by one-dimensional glazing heat transfer simulations only.

The amplitude of the surface temperature stratification is 
clearly a function of the heat transfer coefficient. A larger heat 
transfer coefficient (smaller heat transfer resistance) limits the 
stratification compared to a smaller one. The effect of the sur-
face emissivity was not investigated at this point, but it is rea-
sonable to assume that a low emissivity coating on one side 
of the cavity and the resulting drop in radiative heat transfer 
would increase the surface temperature stratification.

As in the simple cavity, the  Rayleigh number has only a 
limited effect on the temperature field, while the cavity aspect 
ratio is influential in determining not just the core temperature 
stratification but the surface temperature stratification as well. 
Lower aspect ratio cavities have a near linear temperature pro-
file between the coldest and hottest surface temperatures, while 
slender cavities are characterized by a distinct S-shape in the 
profile. The absolute minimum and maximum temperatures 
are A independent, but show a larger variance for the very low 
Ra numbers. Fortunately, surface temperatures are only crucial 
when the external temperature is low, and the total temperature 
difference and the cavity Ra number are high. 

As expected, the convective heat transfer in the cavity (sub-
tracting the radiative heat transfer from the total heat transfer) 
was unchanged when compared to the simplified cavity mod-
elled without the glazing system (for the same A and cavity 
Ra number).
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Fig. 23 Horizontal temperature profile in the cavity

6 Conclusions
Two-dimensional steady computational fluid dynamics simu-

lations models were built to study the convective heat transfer in 
and the temperature and velocity fields of the cavities of box type 
windows. Although the precise convective heat transfer predic-
tions of the model could not be entirely validated, the k-ω SST 
turbulence model of Menter (1994) was found to give good results 
for the overall temperature and velocity field when compared to 
the benchmark measurements of Betts and Bokhari (2000).

A parameter study of 100 data points over the entire cavity 
aspect ratio and Rayleigh number range of box type window 
cavities gave new insights into the types of natural convection 
found in these constructions. Although the flow is always in 
the turbulent boundary layer regime, large differences can be 
observed between small and large aspect ratio cavities when 
observing the details of the temperature field, cavity stratifica-
tions and velocity fields. Small aspect ratios are characterized 
by distinct boundary layers, a near zero mean velocity core, 
and a linear vertical temperature stratification, while more slen-
der cavities have strongly interacting boundary layers and as a 
result, limited stratification. The cavities of box type windows 
thus lie midway between the much slender insulating glass 
units of contemporary windows, and the near square cavities, 
which are not studied by many authors focusing on researching 
glazing heat transfer.

As the convective heat transfer and the Nusselt number in 
the cavity was found to be a function of both Rayleigh number 
and aspect ratio, a new correlation is proposed to capture this 
dependence. This new equation is intended to be used only for 
the cavities of box type windows, and it predicts a smaller con-
vective heat transfer than the ones used in the two glazing heat 
transfer calculation standards most used today (EN673 (2011) 
and ISO 15099 (2003)). 

With another parameter study of a complete, albeit sim-
plified, glazing system, it was demonstrated that the vertical 
temperature stratification in the core of the cavity also causes 
significant temperature stratification in the glazing surface 

temperatures. This has to be incorporated into calculations 
aimed at studying the condensation resistance of box type win-
dows. The results of this article could prove useful for predict-
ing the lowest glazing surface temperatures, although further 
study is still needed to investigate the effects of more of the 
influencing parameters (glazing surface emissivity, internal 
and external heat transfer coefficients).
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