
Ŕ periodica polytechnica

Chemical Engineering
52/2 (2008) 37–55

doi: 10.3311/pp.ch.2008-2.01
web: http://www.pp.bme.hu/ch

c© Periodica Polytechnica 2008

RESEARCH ARTICLE

An alternative procedure for modeling
of Knudsen flow and surface diffusion
Aykut Argönül / Frerich J. Keil

Received 2008-10-13

Abstract
An alternative procedure for the calculation of impingement

rate distribution and simultaneously the transmission probabil-
ity in pores under Knudsen diffusion conditions is introduced.
It is based on a combination of the finite difference method and
a projection approach. Pore entrance and exit effects, and the
influence of the pore length on diffusive fluxes are investigated.
Later on, it is applied for a simultaneous Knudsen and surface
flow system. In the model, the equation system is built without
the independent flow and adsorption-desorption equilibrium as-
sumptions. For the conditions investigated, the results indicate
that if the surface flow rate is substantial, the independent flow
and adsorption equilibrium assumptions become improper esti-
mates for the behaviour of the system. The surface and gas flow
rates, the impingement rate distribution and the surface cover-
age behave much more complex than the characteristics found
with such assumptions.
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1 Introduction
The common use of porous solids as adsorbents, membranes

and catalyst-supports leads to the need of detailed understand-
ing and modeling of transport in these systems. Achieving such
an understanding not only involves the gas-phase diffusion but
also the adsorptive properties of the material and the surface dif-
fusion [1]. Experimental studies have shown that surface diffu-
sion contributes significantly to the total diffusive flux in both
mesoporous and microporous systems [2, 3]. There are exam-
ples where the surface diffusion accounts for more than 50% of
the total mass flow rate [4, 5].

For the experimental determination of diffusion coefficients in
such systems, both macroscopic and microscopic methods are
available [1]. For example, the most commonly used macro-
scopic technique is called the diffusion cell technique, which
enables the user to measure surface fluxes of an adsorbed gas in
a mixture while maintaining a very small surface concentration
difference across the adsorbent in the cell [6].

Numerous studies have tried to elucidate the mechanism and
the characteristics of surface diffusion [7]. Today, there are ba-
sically three different approaches in modeling surface diffusion;
mechanistic (hopping) model, random walk (Fick’s law) model
and hydrodynamic (slip) model [4, 6]. Fick’s law approach is
the most widespread in use [4, 6] and assumes that the gaseous
and the surface fluxes are independent of each other [6]. Usually
the connection between the gas phase concentration profile and
the surface concentration profile is achieved via an adsorption
equilibrium assumption [1, 2, 4, 8–14].

Although there are many studies, the diffusion in porous
solids is still not clearly understood. For example: Hu et al.[15]
report that the extracted surface diffusion is model-dependent
and that the surface diffusion is complicated, Yang et al.[16]
note that the Dusty-Gas-Model and various adsorption isotherm
equations are not capable of representing transient behaviour of
adsorbable gases and that the adsorbable gases exhibit a com-
plex behaviour, Reyes et al.[1] remind that the differences fre-
quently observed in diffusion parameters obtained by different
experimental methods are not clearly understood and the dis-
crepancies in diffusivity parameters have been discussed exten-
sively in the literature.
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The above complex behaviour and the discrepancies between
different approaches have motivated the present authors to de-
velop an alternative approach. It is claimed that the surface
diffusion is significant only in the region where Knudsen dif-
fusion prevails [17]. Therefore as a starting point the authors
investigate a system under purely Knudsen type gas diffusion.
Secondly, the adsorption equilibrium assumption is commonly
used without checking its validity. It was shown that physically
it is not possible to have throughout equilibrium in such systems
[18]. Thus, it may be worthwhile to model the system without
such an assumption to check its validity and to estimate errors
involved in using it.

To be able to include all the above points in the modeling an
alternative procedure is developed. The procedure is first used to
reproduce pure Knudsen flow results to show its validity. Then,
a system under simultaneous Knudsen and surface flow is taken
into consideration. The model equations for this system is built
without the independent flow and adsorption-desorption equi-
librium assumptions. Finally, from the calculated results, the
surface diffusion coefficient is back-calculated using these as-
sumptions to rate the error in using them for such systems.

2 Theory for modeling Knudsen flow
When the mean free path of the gas is larger than the charac-

teristic scale of the pore, the gas-surface interaction becomes
a determining parameter in modeling of flow through pores.
Knudsen argued that, under free molecular flow conditions, a
cosine law of diffuse emission or reflection from the wall sur-
faces was the most reasonable assumption. He stated that each
molecule is rejected with the same probability in any arbitrary
azimuth, and the probability of a given angle of emergence is
given by the cosine law. The direction in which a molecule is
leaving the wall is completely independent of the incident one.
[19], and [20] give good reviews of the Knudsen flow. It is also
noted that the cosine law can be accepted as a correct basis for
the evaluation of rarefied gas flow in both simple and complex
vacuum systems as well as related fields [19]. Nevertheless, it
should be noted that under some conditions there are deviations
from the expected cosine law [19], e.g., for structured surfaces
deviations from Knudsen’s law are shown to occur [21].

In the Cartesian coordinate system, the cosine law can be
written as (see Fig. 1)

dn =
N0

π
cos θ dω =

N0

π
cos θ sin θ dθ dφ (1)

where dn is the molecular flux through dω, N0 is the total
molecular flux from the surface element A, θ is the angle with
the surface normal, dω(= sin θ dθ dφ) is the solid angle and φ

is the azimuthal angle.
Nevertheless, the implementation of the formula can some-

times be cumbersome and susceptible to mistakes [22]. Addi-
tionally, the cosine law is not easily includable into the finite
difference method in this form, but an alternative representation
of this law presented below will allow for such an integration.

Fig. 1. Representation of cosine law. A is a plane surface element, θ repre-
sents the angle with the surface normal, dω is the solid angle. The molecular
flux through dω, i.e., dn, can be related to N0, the total molecular flux from the

surface piece A, as follows: dn =
N0
π

cos θ dω.

Knudsen designed his experimental set-up such that there ex-
isted a surface element A on the inner surface of a spherical bulb
from which the molecules have been scattered [23, 24]. These
molecules are found to cover the inner surface of the spherical
bulb homogeneously. The cosine law formula actually describes
this distribution. In other words, if some molecules are scat-
tered from a surface element A (which can be thought to be on
a hypothetical sphere) (see Fig. 2) and directed to go through
another piece of sphere surface, e.g., A1, then according to the
cosine law, the ratio of these molecules to the total number of
molecules scattered from A is equal to the ratio of the area of
A1 to the total area of the sphere.

Fig. 2. Alternative representation of the cosine law. The fraction of
molecules scattered from A and passing through A1 is found by the ratio of
the area of A1 to the total sphere area, dn

N0
=

A1
4πr2

sphere
.

For example, for a cylindrical pore the fraction of molecules
leaving an infinitesimally small surface element on the pore wall
and passing through the cross-section at a distance h is of in-
terest. The infinitesimal surface element A, the hypothetical
sphere, and the cross-section at b are all shown for the case
h = 2r in Fig. 3a. Projecting the pore cross-section (b, c)
onto the sphere, center of projection being the surface element
A, produces a cone, whose base is the cross-section (b, c), and
whose tip is the surface element A (see Fig. 3b). Therefore, the
sought area is the area on the sphere bounded by the intersec-
tion of this cone and the sphere. It should be noted that the ratio
of the projection area to the total sphere area is independent of
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Fig. 3. The surface element A, the imaginary sphere (radius r ), the cross-
section at h (h = 2 · r ) are shown in a pore of radius r . (a) A 2-D representation
of the system (b) A 3-D representation of the system (c) A 3-D representation of
the projection area on sphere (d) Side-view of the projection area (e) Top-view
of the projection area.

the sphere radius, and thus for simplicity the pore radius and the
sphere radius are taken be equal. To get an impression of the
above mentioned situation, the sphere, the cone, and the projec-
tion area on the sphere can also be seen in Fig. 3b-e.

Since the molecules do not collide with each other and travel
only by colliding with the pore wall, the calculation of fraction
of molecules leaving a surface element in a particular direction
is important. Considering that the fraction of such molecules
can be calculated by using the projection of the cross-section,
this approach can be named as projection approach.

There are basically two main quantities to be calculated for
such a case. The fraction of molecules leaving a surface el-
ement and passing through a pore cross-section at distance h,
F̆(h), and the fraction of molecules entering from the pore en-
trance and passing through the cross-section at distance h, Ğ(h).
The exact procedure using projection approach and mathemati-
cal formulae for the calculation of these functions are given in
the appendix. If one discretizes the pore into many slices, and
e.g. takes slice i into consideration, the system concerning the
scattered molecules from a surface piece looks like as given in
Fig. 4. In Fig. 4, the pore is divided into n slices with a con-
stant thickness 1z, and the molecules leaving slice i in various
directions are shown. F̆i0 and F̆i L are, respectively, the fraction
of molecules leaving the pore from left and right ends. The f̆
values seen in Fig. 4 represent the fraction of molecules leaving

slice i and impinging on another slice. These f̆ values can be
calculated by taking the difference between two corresponding
F̆ values. In general, it can be defined as:

f̆i = F̆((i −
3
2
) · 1z) − F̆((i −

1
2
) · 1z) , i ≥ 2 (2)

and
f̆1 = 1 − 2 · F̆(

1z
2

) (3)

The f̆ value between the i th and j th slice corresponds to
f̆| j−i |+1.

The Ğ(h) is defined as the fraction of molecules entering from
the pore entrance and passing through the right boundary of the
corresponding slice (see Fig. 5), that is, Ğ(i · 1z) is the fraction
of molecules entering from the left pore entrance and reaching
the right boundary of the i th slice. Once again, the difference be-
tween the fraction of molecules reaching the right boundary and
the left boundary of a slice gives the fraction of the molecules
impinging on it, i.e. ğ(i) (see Fig. 5). Therefore,

ği = Ğ((i − 1) · 1z) − Ğ(i · 1z) (4)

and also from Fig. 5, the fraction of molecules leaving the
pore without impinging on it is

ĞL = Ğ(n · 1z) (5)

A plot of F̆ and Ğ with respect to the normalized distance,
h

rpore
, can be seen in Fig. 6.
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Fig. 6. The function F̆ and Ğ against the normalized distance between the
emission point and the cross-section of interest. The distance is normalized with
respect to the pore radius, and F̆(0) = 0.5 and Ğ(0) = 1.

The total number of molecules entering the pore from the left
entrance (Fig. 5) N lr

z=0, and from the right entrance N rl
z=L , can

be calculated from the kinetic theory of gases as

N lr
z=0 =

Ple f t · 〈v̄〉

4RT
· πr2

pore ; N rl
z=L =

Pright · 〈v̄〉

4RT
· πr2

pore
(6)
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Fig. 4. The distribution of flow from a slice to the
other slices and to the two ends of the pore.

Fig. 5. The distribution of the flow from the (left)
pore entrance between slices and pore exit.

According to the kinetic theory, the number of molecules
impinging on a unit surface is given by P·〈v̄〉

4RT , where R is
the universal gas constant, T is the absolute temperature, and

〈v̄〉 =

√
8RT
π Mw

is the mean average speed of gas molecules, with
Mw being the molecular weight of the gas molecules. Therefore
when multiplied with the pore cross-section, πr2

pore, it gives the
amount of molecules entering from the pore entrance.

3 Modeling
A general model including both surface and Knudsen flow

will be set-up first. Since sole Knudsen flow will be a simplified
version of this general model, its equations can be derived by
simplifying these more general equations.

Mostly, when a porous system is modeled, the facial outer sur-
face area is not included in the model. Although for a purely gas
phase diffusion system not being important, for the case where
there is surface diffusion, such a surface area becomes important
to determine the boundary conditions for the surface flow. Such
a model is given in the work of Argonul et al. [18] and is going
to be used in this work too.

A pictorial representation of the system, a cylindrical pore
with both gas phase and surface flow, is given in Fig. 7. In the
figure, CA is the gas phase concentration of component A, G A

is the surface concentration, rads and rdes stand for adsorption
and desorption rates and the F Sur f and Fgas respresent the sur-
face and the gas phase flow rates, respectively. In Fig. 7, the
facial outer surface area surrounding the pore entrance (see Eq.
33 below) is the area on the left-end and right-end of the solid
substance facing the bulk of the gas. Since F Sur f

0 originates
from the left outer surface (los) and F Sur f

L terminates at the right
outer surface (ros), the boundary conditions for the surface flow
are determined through the mass balances at the outer surfaces.

The system is modeled under the following conditions:

• Steady-state flow

• No collisions between the molecules, i.e., pure Knudsen dif-
fusion in gas phase

• The flux ([ mol/(area · time)]) of the incoming molecules
at the pore entrance is homogeneously distributed over the
entrance cross-sectional area, the velocities correspond to the
average of the Maxwell distribution corresponding to a given
temperature and the flow direction of the molecules follow the
cosine law.

• Diffuse scattering (with cosine law) for the collisions with the
walls

• Constant surface diffusion coefficient

• Langmuir type adsorption

• Monolayer surface diffusion, i.e., surface diffusion under the
condition that the surface is covered below the monolayer ad-
sorption capacity [4].

Under these conditions, total number of molecules imping-
ing on slice i , Nimp(i), can come from three different sources:
molecules from the left pore entrance, N lr

z=0 · ği ; molecules from
right pore entrance, N rl

z=L · ğn−i+1; and molecules from other

slices,
n∑

j=1

(
Nscat ( j) · f̆| j−i |+1

)
.

Thus,

Nimp(i) = N lr
z=0 · ği + N rl

z=L · ğn−i+1+

n∑
j=1

(
Nscat ( j) · f̆| j−i |+1

)
(7)

It should be noted that since a constant slice thickness is used,
i.e. 1z = const., the ğ values for the left entrance can be used
also for the right pore entrance by making simple index switch-
ing. Since the i th slice from the left is the (n − i + 1)th slice
from right, ğn−i+1 should be used to calculate the fraction of
molecules impinging on i th slice that are entering from right
pore entrance.
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Fig. 7. An overview of the pore and the outer surfaces with the transport
processes involved. Outer surfaces are the solid surfaces facing the bulk of the

gas on both sides of the figure (G A,0 and G A,L are the surface concentrations
on these surfaces).

The Eq. 7 is only for the i th slice, if all the equations for n
slices are written, they can be combined to give a single equation
in matrix form (note that ğ f li pped(i) = ğ(n − i + 1)):

(
Nimp

)
n×1 = f̆n×n · (Nscat )n×1 +

N lr
z=0 · (ğ)n×1 + N rl

z=L ·
(
ğ f li pped

)
n×1 (8)

where

(
Nimp

)
n×1 =



Nimp(1)
...

Nimp(i)
...

Nimp(n)


, (ğ)n×1 =



ğ1
...

ği
...

ğn


,

(
ğ f li pped

)
n×1 =



ğn
...

ği
...

ğ1


(9)

f̆n×n =


f̆1 f̆2 f̆3 ... f̆i ... f̆n

f̆2 f̆1 f̆2 ... f̆i−1 ... f̆n−1
...

...
...

...
...

f̆n f̆n−1 f̆n−2 ... f̆n−i+1 ... f̆1


(10)

and f̆n×n is a symmetric Toeplitz matrix. In general, a Toeplitz
matrix is only perm-symmetric [25].

A mass balance for slice i in the pore can be visualized as in
Fig. 8, where Rads,i and Rdes,i are the adsorption and desorption
rates [mol/s], and Ndir,i represents the amount of molecules
reflected directly [mol/s], i.e., without adsorbing.

From Fig. 8, it can be seen that the total amount of molecules
leaving the slice, i.e., scattered, is equal to the sum of molecules
desorbed and molecules directly reflected:

Nscat,i = Ndir,i + Rdes,i (11)

Fig. 8. The pictorial representation of the mass balance for a control volume
at the surface of the pore.

additionally, the impinging molecules are either directly re-
flected or are adsorbed.

Nimp,i = Ndir,i + Rads,i (12)

Direct reflection of molecules can be due to three reasons;
first, molecules impinging on a surface point that is not an ad-
sorption site, second, molecules impinging on a surface piece
that is appropriate for adsorption but already occupied by an-
other adsorbed molecule and third, if the sticking coefficient,
scoe f , is not unity, molecules impinging on free adsorption sites
that are not adsorbed. If βads denotes the ratio of the surface
area capable of adsorption (area of the adsorption sites) to the
total surface area (obtained, for example, from BET measure-
ments), and the adsorption is of Langmuir type, then the rate of
directly reflected molecules, Ndir , can be related to the above
three points, respectively, as (θi ≡ surface coverage):

Ndir,i = Nimp,i · (1 − βads) + Nimp,i · βads · θi+

Nimp,i · βads · (1 − θi ) · (1 − scoe f ) (13)

In a simplified form Eq. 13 becomes:

Ndir,i = Nimp,i ·
(
1 − βads · scoe f · (1 − θi )

)
(14)

The βads can be estimated from the following formula

βads =
σA · qmono · NAv

SB ET
= σA · G total · NAv (15)
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where σA is the area of one adsorption site, which can be
estimated to be equal to the area of the adsorbing species
[m2/molecule], qmono is the monolayer coverage [mol/gcat ],
NAv is Avogadro’s number [molecules/mole], SB ET is the
B.E.T. surface area of the porous structure [m2/gcat ] and G total

is the surface concentration of appropriate adsorption sites
[mol/m2].

According to Langmuir type isotherm, the desorption rate is
proportional to the desorption rate constant, kdes [mol/s/m2],
and to the surface coverage.

Rdes,i = kdes · 2πrpore1z · θi = k′

des · θi (16)

where k′

des , [mol/s], is the desorption rate constant based on the
surface area of one slice. Thus, if Eq. 14 and 16 are inserted
into Eq. 11 and written in matrix form for the whole system,
one ends up with:

(Nscat )n×1 = (Nimp)n×1 �×
(
1 − βads · scoe f · (1 − (θ)n×1)

)
+

k′

des · (θ)n×1

(17)

where “�×” represents element by element multiplication
(Hadamard product).

Recalling the definition of Nscat , i.e., Eq. 11, and making a
mass balance for the surface element in Fig. 8, one can write
that:

Nimp,i + F Sur f
i−1 = Nscat,i + F Sur f

i (18)

where the F Sur f represent the surface molar flow rates. Thus
Eq. 18 can be written for the i th slice, 1 < i < n, conveniently
as

Nimp,i = Nscat,i + (F Sur f
i − F Sur f

i−1 ) (19)

For surface diffusion, Fick’s first law combined with the finite
difference approach reads as follows:

F Sur f
i = −DSur f

A 2πrporeG total
θ(i + 1) − θ(i)

1z
(20)

From Fig. 9 it can more clearly be seen that the F Sur f
0 and

F Sur f
n are dependent on the left and right outer surface (los,

Fig. 9. A plain representation of the surface flow in the porous substance
that is divided into n slices.

ros) coverages. If one takes the distance between los and the
first slice, and between the last slice and ros as half of the slice
thickness, i.e., 1z/2, then the corresponding surface flow rates
become:

F Sur f
0 = −DSur f

A 2πrporeG total
θ(1) − θlos

1z/2
(21)

F Sur f
n = −DSur f

A 2πrporeG total
θros − θ(n)

1z/2
(22)

The mass balance for the first and the last slice then turn out to
be:

Nimp,1 = Nscat,1 + (F Sur f
1 − F Sur f

0 ) (23)

Nimp,n = Nscat,n + (F Sur f
n − F Sur f

n−1 ) (24)

In general, it can be written that

Nimp = Nscat + 1F Sur f (25)

Consequently, Eq. 8 and 25 can be combined to give

(Nscat )n×1 =

(
f̆n×n − In×n

)−1
·

(
1F Sur f

−

N lr
z=0 · (ğ)n×1 − N rl

z=L ·
(
ğ f li pped

)
n×1

)
(26)

which gives the dependence of Nscat on surface coverages (hid-
den in 1F Sur f ).

The gas phase flow rate inside the pore can be calcu-
lated based on the projection approach as follows (note that
F̆ f li pped(i) = F̆(n − i + 1)):

Fgas
i = N lr

z=0 · Ğ(i · 1z) − N rl
z=L · Ğ ((n − i) · 1z) +

F̆ f li pped(1 : i) · Nscat (1 : i) − F̆(1 : n − i) · Nscat (i + 1 : n)

(27)

In words that means: the molecules reaching the cross-
section (at position i · 1z) from the left entrance (N lr

z=0 ·

Ğ(i · 1z)) minus the molecules coming from right entrance
(N rl

z=L · Ğ ((n − i) · 1z)) plus the molecules coming from slices
on the left of the cross-section (F̆(1 : i) f li pped · Nscat (1 : i))
minus the molecules coming from slices on the right (F̆(1 :
n − i) · Nscat (i + 1 : n)) gives the net gas flow through that
cross-section.

At steady state, the conservation of mass principle requires
that the total flow rate should be constant throughout the whole
pore. This requires the validity of the following equation at any
cross-section:

F total
= F total

i = Fgas
i + F Sur f

i = const. (28)

Using the total flow rate at the left entrance (F total
0 ) as basis,

one can set up n independent equations describing the principle
of constant total flow (Eq. 28)

0 = F total
0 − (Fgas

i + F Sur f
i ) , i = 1, ..., n (29)
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Eq. 17 can be rewritten as follows:

0 = (Nimp)n×1 �×
(
1 − βads · scoe f · (1 − (θ)n×1)

)
+

kdes · 2πrpore1z · (θ)n×1 − (Nscat )n×1 (30)

The above two equations (29,30) form the basis for the solution
of the model. In addition to these, another equation can be set
up which accounts for the fact that at steady-state there can be
no accumulation of mass on the surface. This means that the net
adsorption (i.e., the difference between adsorption rate and the
desoption rate) over the whole surface should be zero. That cov-
ers both the outer facial surfaces and surface inside the pore. It
should be noted here that an overall adsorption/desorption equi-
librium satisfies this condition but is a special case and is shown
to be generally not possible [18]. Thus,

0 =

n∑
element=1

(
(Nimp)n×1 − (Nscat )n×1

)
+

Rads,los − Rdes,los + Rads,ros − Rads,ros (31)

If the surface concentration on the los is assumed to be homoge-
neous, i.e., no concentration gradient on los, owing to mass bal-
ance, the rate of net adsorption on that surface would be equal
to the surface flow rate (see Fig. 7):(

rads,0 − rdes,0
)
· A f ace

solid/pore = F Sur f
A,0 (32)

The A f ace
solid/pore is the facial outer solid surface area per pore and

can be calculated by making use of the porosity ε, of the porous
structure and the pore cross-sectional area as:

A f ace
solid/pore =

1 − ε

ε
· πr2

pore (33)

The rate of adsorption and desorption at los according to Lang-
muir approach are:

rads,los = kads Ple f t (1 − θlos) (34)

rdes,los = kdesθlos (35)

If one inserts Eq. 34, 35 and 21 into Eq. 32 and rearranges, the
final equation is:

θlos =
kads Ple f t A f ace

solid/pore + 2αθ(1)

kdes A f ace
solid/pore + kads Ple f t A f ace

solid/pore + 2α
(36)

where α = DSur f
A G total2πrpore/1z . Similarly one can write

for the right outer surface (ros)

θros =
kads Pright A f ace

solid/pore + 2αθ(n)

kdes A f ace
solid/pore + kads Pright A f ace

solid/pore + 2α
(37)

The adsorption rate is equal to the number of molecules imping-
ing on the surface multiplied by the fraction of surface available
for adsorption, times the fraction of free adsorption sites, times

the sticking coefficient. Equating this to the known Langmuir
adsorption rate would lead to the adsorption coefficient.

rads =
P · 〈v̄〉

4RT
· βads · scoe f · (1 − θ) = kads · P · (1 − θ) (38)

and consequently

kads =
βads · scoe f · 〈v̄〉

4RT
(39)

If one has the adsorption equilibrium constant Kads , then the
calculation of kdes is straight forward

kdes =
kads

Kads
(40)

4 The model equations for sole Knudsen flow
When there exists no surface flow, at steady-state, scattering

rate must be equal to impingement rate. From Eq. 25 it leads
that (

Nimp
)

n×1 = (Nscat )n×1 (41)

additionally one can assume that there exists absolute vacuum
on the right-hand side of the pore, then the main equation to be
solved (Eq. 26) becomes

(Nscat )n×1 =

(
f̆n×n − In×n

)−1
·

(
−N lr

z=0 · (ğ)n×1

)
(42)

An important quantity for Knudsen flow is the transmission
probability. The transmission probability w is equal to the
fraction of molecules leaving from the right pore-entrance, i.e.
N out

right , divided by the total number of molecules entering from
the left.

w =
N out

right

N lr
z=0

(43)

The N out
right can be calculated by summing up the molecules pass-

ing through the pore without impinging on it (see Fig. 5) and the
molecules scattered from the pore slices in the direction of the
right pore-entrance (see Fig. 4):

N out
right = N lr

z=0 · ĞL +

(
F̆i L

)
1×n

· (Nscat )n×1 (44)

where
(

F̆i L

)
1×n

is a row vector with elements corresponding to

the fraction of molecules scattered from slices in the direction
of the right pore-entrance.

5 Summary of the general model
A single pore (or a simple parallel pore structure) with Knud-

sen flow accompanied by simultaneous surface flow with Lang-
muir type adsorption is modelled at steady-state. It should be
noted that the generated model does not make the assumption
of adsorption-desorption equilibrium, and it incorporates auto-
matically the variation of flow rates with pore length and the
so called entrance and exit effects. Any impinging molecule is
either adsorbed or directly reflected. Scattered molecules are
taken to be the sum of desorbed molecules and directly reflected
molecules. The scattering is assumed to follow the cosine law
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of reflection. For surface flow, Fick’s law is assumed to be valid
with a constant surface diffusion coefficient. Finite difference
approach is followed and the pore length is discretized into n
slices. Through mass balances, the necessary equations are set
up.

The system of equations to be solved is Eq. 29 and 30 with
surface coverage (θ ) as unknown. Required auxiliary equations
are Eqs. 8, 20-22, 26, 27, 33-37 and 39-40. The solution should
also satisfy Eq. 31, therefore this equation can be used to check
the validity of the obtained solution. Details of the solution pro-
cedure are given below.

6 Physical constants used for the general model
A sample set of constants is taken from Chen and Yang [26]

where the values have been extracted from the experimental
measurements of Gilliand et al. [27]. As an example, the sys-
tem propylene (C3H6) in (Vycor-) glass is taken, which was
found to exhibit monolayer adsorption, which corresponds to
our model. The data is given in Table 1, and other parameters
used are shown in Table 2.

Tab. 1. Parameters taken from Chen and Yang [26]

Parameter Value Units

DSur f 13.32 · 10−9 [m2/s]

Kads 2.34 · 10−5 [1/Pa]

qmono 0.508 [mol/kg]

r pore 3.07 · 10−9 [m]

SB ET 143 · 103 [m2/kg]

T 313.15 [K]

ε 0.31 [−]

Tab. 2. Other parameters used

Parameter Value Units

A f ace
solid/pore =

1−ε
ε · πr2

pore 6.59 · 10−17 [m2/pore]

Gtotal =
qmono
SB ET

3.55 · 10−6 [mol/m2]

kads =
σarea ·NAv ·Gtotal ·scoe f

√
2pi Mw RT

1.40 · 10−2 [mol/Pa/m2/s]

kdes =
kads
Kads

598.5 [mol/m2/s]

Mw(propylene)∗ 42.081 · 10−3 [kg/mol]

scoe f (assumed value) 1 [−]

βads =
qmono·σarea ·NAv

SB ET
0.3680 [−]

σarea =
π ·σ2

L J
4 17.2 · 10−20 [m2/molecule]

σL J
∗ 4.678 · 10−10 [m]

∗ Poling et al. [28]

7 Other models used for comparison
Two other models are used for comparison with the model in

this work, and the models are numbered with increasing detail.
The first one, i.e., model I, assumes independent gas phase and
surface flows with established adsorption equilibrium, and ad-
ditionally linear impingement rate distribution inside the pore
between the reservoirs with different pressures at the two ends.

The second model, i.e., model II, also assumes independent
flows and adsorption equilibrium, but uses the projection ap-
proach for pure Knudsen flow to calculate the impingement rate
distribution inside the pore. The model set up in this work is
labelled as model III, and as explained in the previous sections
it does not make any of the above assumptions. The gas phase
and surface flows are related to each other through adsorption
and desorption rates that are separately calculated.

8 Solution of equations
The equation system of model III is normalized by the theo-

retical gas phase flow rate calculated by the traditional Knudsen
diffusion coefficient (i.e., 9normali zer = −

2
3

rpore
L pore

· (Pright −

Ple f t ) ·
〈v̄〉

RT · πr2
pore). The normalized equation system is then

solved using MATLAB (7.3.0, R2006b). The function ’fsolve’
with ’LargeScale’ function set to ’on’ is used to solve the system
of nonlinear equations. The equilibrium distribution of model II
is used as an initial guess for the solution. To check the conver-
gence behaviour of the model, a sample system was simulated
by modified initial guesses (which were taken to be very dif-
ferent from each other) and the system converged to the same
solution for various runs made. The calculations for the sole
Knudsen flow case is also done by MATLAB. The flow dia-
grams for the two different cases, i.e. sole Knudsen flow and
Knudsen flow with surface flow are given in Figs. 10 and 11.

A note should be made here concerning the used slice thick-
ness. The pore is originally assumed to be discretized into
smaller elements than the slices, which are named sub-slices.
And the F̆ and Ğ values for them are calculated before hand
and saved. These finer division of the pore provides higher reso-
lution for the interaction of the pore slices within each other and
with the pore entrances. But when it comes to the calculation of,
e.g. Nimp and surface coverages, the equation system becomes
unnecessarily large if one uses the sub-slices. One does not need
such a high resolution for the Nimp and surface coverage values,
which are practically constant for a series of sub-slices. Con-
sequently, the sub-slices can be bundled together into what is
now called slices. For example if the relative slice thickness is
chosen to be 0.01 (1z̄ =

1z
rpore

= 0.01), and the relative sub-

slice thickness is 0.002 (δz̄ =
δz

rpore
= 0.002), five sub-slices are

to be bundled together. The F̆ and Ğ values for the slice can
then be calculated by taking the average of these values for the
sub-slices. The F̆ and Ğ values calculated in that way are more
precise than the calculation using the corresponding slice, and
also, for example, the matrix f̆n×n is 25 times smaller than the
case of using sub-slices. One just needs to choose appropriate
values for the 1z̄ and δz̄ considering the system at hand.

9 Results and discussion
9.1 Sole Knudsen flow case
As an example a pore with a length to radius ratio of ten is

simulated with various slice thicknesses (with a relative sub-
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Fig. 11. The flow diagram of the computer program for Knudsen flow with surface flow (model III).
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Fig. 10. The flow diagram of the computer program for sole Knudsen case.

slice thickness, δz̄ =
δz

rpore
= 2 · 10−3). The results are tabu-

lated in Table 3. It can be seen that as the relative slice thickness
1z̄ =

1z
rpore

gets smaller, the transmission probability becomes
more precise. This also means that one can choose 1z̄ (and δz̄)
accordingly to reach the desired level of accuracy.

To check the accuracy of our program and the model, cal-
culated values from the projection approach are compared with
values from the literature obtained by various methods (see Ta-
ble 4) . Column one shows the values calculated by the Knudsen
formula1, column two presents the values of DeMarcus taken
from [29], column three are values of Berman taken from [30]
and column four are Monte-Carlo simulation results reported
by [31]. The last two columns are the values calculated in this
work. Two different slice thicknesses are used for the calcula-

1Although Knudsen formula is valid for very long pores, it is included to
show the extent of error made when it is to be used as an approximation.

Tab. 3. The effect of slice thickness on the transmission probability for a
pore of length of ten times the pore radius with sub-slice thickness of 2 · 10−3

·

r pore .

1z̄ n w

1 10 0.202133

0.5 20 0.193796

0.2 50 0.191401

0.1 100 0.191057

0.05 200 0.190971

0.04 250 0.190961

0.02 500 0.190947

0.01 1000 0.190943

tions in order to be able to estimate the last significant digit. A
very good agreement of our results with the values given in the
literature can be ascertained.

For the impingement rate results, the table from [32] is used
for comparison (see Table 5). They have compared the impinge-
ment rate at the entrance pore surface found by analytical ap-
proximations in the literature (first four columns) with their nu-
merical solution (fifth column). The values using projection ap-
proach are found by fitting the calculated impingement rate val-
ues to a cubic spline curve and then extrapolating this curve to
the pore entrance.

All the above results indicate that the projection approach de-
livers accurate results. Here, it should be noted that the method
and its principles are not only applicable to cylindrical pores but
to any cross-sectional shape. The cylindrical pores is chosen
as an example due to its symmetry, which highly simplifies the
calculations, and its common application in modeling diffusion.

9.2 Surface flow and Knudsen flow, general model
A pore length of L pore

rpore
= 20 has been chosen as an example.

The pore is divided into slices of relative thickness of 1z̄ =

0.05. The pressure on the left-hand side of the pore was taken
to be higher than the pressure on the right-hand side by 20 kPa,
i.e., a constant pressure difference across the pore length, for all
the runs.

Total flow rate (Knudsen plus surface flow rate) and the flow
enhancement with respect to the case of purely Knudsen flow
are tabulated in Table 6.

Tab. 6. Total flow rate and flow enhancement with respect to pure Knudsen
flow case for various pressures

Ple f t
∗ Ftotal Enhancement

[kPa] 10−15
· [mol/s] [%]

30 4.831 95.8

50 3.900 58.0

70 3.429 38.9

90 3.158 28.0

110 2.988 21.1

130 2.874 16.5

150 2.794 13.2

∗ 1P = Ple f t − Pright = 20 [kPa] in all cases.
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Tab. 4. Comparison between calculated transmission probabilities w (for δz̄ = 2 · 10−3) with various approaches from literature.

L pore
r pore

Knudsen(
8
3

r pore
L pore

) DeMarcus+ Berman∗ Monte Carlo

Sim.?
This Work 1z̄ =

0.04
This Work 1z̄ =

0.02

10 0.2667 0.1909 0.19099 0.1909417 0.190961 0.190947

16 0.1667 0.1317 0.13175 — 0.131693 0.131684

20 0.1333 0.1093 0.10938 0.1093193 0.109331 0.109323

40 0.0667 0.05951 0.05949 — 0.059456 0.059452

50 0.0533 — 0.04851 0.0484807 0.0484813 0.0484776

100 0.0267 0.02529 0.02529 0.0252781 0.0252789 0.02527699

taken from +[29], ∗[30], ?[31]

Tab. 5. Comparison of pore entrance impingement rate at the pore entrance between various methods

L pore
r pore

values from [32]

Helmer Clausing NPS1 NPS2 Chebysev
This Work+

0.02 0.504950 0.504963 0.504963 0.504965 0.504963 0.5049627

0.2 0.545455 0.546381 0.546401 0.546381 0.546381 0.5463803

0.4 0.583333 0.586079 0.586209 0.586080 0.586080 0.5860796

1 0.666667 0.673762 0.674709 0.673820 0.673813 0.6738115

2 0.750000 0.757359 0.759123 0.757814 0.757623 0.7576215

8 0.900000 0.900924 0.896037 0.899853 0.899098 0.8990976

40 0.976190 0.976204 0.971362 0.972991 0.974038 0.9740373

+ δz̄ = 0.002 and 1z̄ = 0.01

It should be noted that the flow enhancement is neither lin-
early dependent on the average pressure nor constant like the
Knudsen flow rate.

The two extreme pressures can be analysed as examples, since
the behaviour of the system in between can be deduced from
these two extremes.

For the case Ple f t = 30k Pa the impingement/scattering rate
distribution is shown in Fig. 12a. The broken line with dots
represents the linear pressure distribution inside the pore, i.e.,
model I. It starts from the left-hand side bulk pressure value
and decreases linearly to the right-hand side bulk pressure value.
The solid curve represents the pure Knudsen flow case and con-
sequently the independent flow case (i.e., model II). The broken
curve and dotted curve are the results of model III and represent
the impingement rate and the scattering rate, respectively. Ap-
parently, the behaviour of this particular system is different from
the assumption of independent gas and surface flows in equilib-
rium. Although the calculated scattering and impingement rates
seem to be close to each other, i.e., around equilibrium, model
III allows the curves to shift away from the expected equilib-
rium curve, i.e., model II. It can be noted that although the model
I and model II give symmetric curves, for model III the result-
ing distributions are not symmetric around the mid-point of the
pore anymore. This shift and the unbalance are the results of the
effect of the surface flow on the gas phase flow.

The relative difference between the adsorption and desorp-
tion rates can be better seen in Fig. 12b, where the adsorp-
tion/desorption rate difference (ADRD) is plotted, normalized

by the adsorption rate versus pore length.
The triangles in the figure represent the values on the left and

right outer surfaces, where actually the biggest difference be-
tween adsorption and desorption is observed. It can be noticed
that at los around 8.7% and at ros around 24.5% difference is
created. This indicates that there is a considerable transfer of
species between the gas-phase and the surface-phase at these
regions. Inside the pore, the entrance and exit regions have non-
equilibrium conditions, but the mid-region can be said to be at
quasi-equilibrium. But as can be seen in Fig. 12a, this quasi-
equilibrium values cannot be calculated by simply assuming in-
dependent flows with equilibrium distribution. The system be-
haves close to equilibrium but far from the state found with inde-
pendent gas flow and equilibrium assumption combination, and
also behaves differently.

Nevertheless, the behaviour in Fig. 12b was expected [18],
the system is anticipated to have a net adsorption region first,
then a local equilibrium point after that a net desorption region.
Besides, the los was expected to have net adsorption and the ros
net desorption.

The adsorption and desorption rates are continuous inside the
pore, but there needs to be a jump between the values just at
the entrance of the pore and the outer surfaces due to the jump
of the impingement rate (see Fig. 12(a), the model III curves
do not start from 1 and end at 1/3) at the same region. This is
the reason for the discontinuity at Fig. 12b at two ends of the
pore, between the curve inside the pore and the two end points
at the outer surfaces. Note also the asymmetry at the pore ends
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Fig. 12. (a) The impingement and scattering rate distribution inside the pore.
All the values are normalized by the impingement rate of the gas at a pressure
of Ple f t . (b) The percentage difference between adsorption and desorption rates

normalized by the adsorption rate. The left and right outer surface values are
also included in the figure. (Ple f t = 30k Pa)

(Fig. 12b) due to the different pressures in the reservoirs.
The surface coverage profiles for all three models are given

in Fig. 13. Unlike the adsorption and desorption rates, the sur-
face coverages and also the surface flow rate (Fig. 14a) are not
discontinuous at the two ends.
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Fig. 13. Surface coverage profile (Ple f t = 30k Pa).

As can plainly be seen in the Fig. 13, neither model I, nor
model II are good estimates of the behaviour of this particular
system.

Fig. 14 is maybe the most interesting graph for the system.

As presented in the Fig. 14a, the surface flow rate originates
from the left outer facial surface and then increases along the
pore length. This increase is most pronounced at the entrance
region of the pore. In the deeper parts of the pore, the increase
is small but still existent. These effects are due to net adsorp-
tion along this pore portion. Since the total flow rate is constant
(steady-state flow), the gas phase flow rate decreases accord-
ingly (see Fig. 14b). Close to the end of the pore, the surface
starts to desorb more molecules than it adsorbs, and the surface
flow rate begins to decrease after some points in the pore, and
finally comes to the right outer surface value. The amount of
surface flow reaching the ros is given back to the bulk of the gas
by net desorption from the outer surface, which then causes the
big difference between adsorption and desorption there.

It should be noted here that, for example for the other ex-
treme case, i.e., Ple f t = 150k Pa, the impingement rate and sur-
face coverage are very close to the equilibrium distribution (see
Fig. 15a-b). But the surface flow follows a similar behaviour
(Fig. 15c) as in the previous case. Here model II and model III
behave similarly except for the entrance and exit regions of the
pore. A notice should be made here concerning the surface flow
rates. In the latter case the surface flow enhancement is only
13.17%, but for the first case (Ple f t = 30k P A) it was 95.74%.
That is due to the shape of the adsorption isotherm. Since the
Langmuir isotherm is not linear, a constant pressure difference
does not lead to a constant surface concentration gradient, thus
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Fig. 14. (a) Surface flow rate profile. (b) Gas phase flow rate profile. (Ple f t = 30k Pa)
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leading to various surface flow rates.
Since the surface flow is low, the gas phase flow does not

change much in magnitude along the pore (see Fig. 15d) even
if it follows a similar behaviour as in the previous case. Con-
sequently, it may be said that if there is considerable surface
flow, at least for the pore system investigated, the independent
flow with adsorption equilibrium assumption is not representa-
tive anymore.

9.3 Back calculation of the surface diffusion coefficient
It may be interesting to calculate the surface diffusion coeffi-

cient from the simulation results, assuming independent flows.
Since independent flow with equilibrium assumption is com-
monly used in the literature, it may be useful to have an idea
of the error involved employing it for such a system. The fol-
lowing common assumptions are made for such a calculation:

1 pure Knudsen flow in gas phase

2 surface flow and gas phase flow are independent and thus can
be calculated independently

3 the pressure difference across the pore is small (20kPa)

4 the gas phase and the surface are in equilibrium

The flows are then simply

F total
= Fgas

+ F Sur f (45)

where gas phase flow is constant due to constant pressure
difference and has a value of 2.4678 · 10−15[mol/s] (based on
model II) and the surface flow rate is defined by Fick’s first law
of diffusion as:

F Sur f
= −DSur f

A · 2πrpore ·
dG A

dz
(46)

Using the Langmuir isotherm, the dependence of surface con-
centration gradient on pressure gradient can then be calculated
as:

dG A

dz
= G total ·

Keq

(1 + Keq P)2 ·
d P
dz

(47)

since the pressure difference across the pore is small, the gra-
dient can be replaced by the difference, and an average pressure
can be used Pavg =

Ple f t +Pright
2 in the denominator. Conse-

quently, the surface diffusion coefficient can then be estimated
by combining and rearranging Eqs. 46 and 47:

DSur f
est. =

−F Sur f
· (1 + Keq Pavg)

2

2πrpore · G total · Keq ·
1P

L pore

(48)

The relative value of the estimated surface diffusion coef-
ficient in this way against the average pressure is plotted in
Fig. 16.

There are two important points that Fig. 16 leads to. First, the
assumption of independent flows and adsorption equilibrium in
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Fig. 16. Plot of estimated surface diffusion coefficient normalized by the ac-
tually used surface diffusion coefficient against the average pressure inside the
pore. The estimation involves the independent flow and adsorption equilibrium
assumptions.

this particular case leads to errors roughly between 15% and
25% in the surface diffusion coefficient. Second, the estimated
surface diffusion coefficient values follow a definite path with
respect to average pressure and may mislead to the rash con-
clusion that the surface diffusion coefficient is not constant but
concentration dependent. It is already known that various exper-
imental papers about surface diffusion conclude similarly, i.e.,
surface diffusion coefficients are concentration dependent. Now
the question arises if such a conclusion is correct or it is merely
a misconception being the result of the assumptions made. It
should be noted that the system may behave differently for dif-
ferent values of parameters, such as surface diffusion coefficient,
adsorption constant, monolayer loading, etc.. Thus, the results
and discussion should not be taken to be describing the general
behaviour of all such systems. Therefore, it is not possible to
give just one answer for such a question, instead one has to refer
to the particular conditions.

10 Conclusions
An alternative procedure for the calculation of impingement

rate distributions and simultaneously the transmission probabil-
ities under Knudsen conditions in a cylindrical pore has been
introduced and shown to give accurate results. In this approach
the fraction of molecules leaving a surface element and pass-
ing through a cross-section of the pore at a distance h is found
by taking the projection of the cross-section onto a hypothetical
sphere generated from a defined surface element. This is basi-
cally another way of interpreting the well-known cosine law of
scattering.

The procedure is then used for modeling a system under si-
multaneous Knudsen and surface flow. The model also makes
use of the outer surface area of the solid to calculate the bound-
ary conditions for the surface flow and is free of the adsorption-
desorption equilibrium assumption.
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The results for the investigated conditions indicate that if the
surface flow rate is significant then the independent flow and
adsorption equilibrium assumptions are not able to describe the
behaviour of the system adequately. The surface and gas flow
rates, the impingement rate and the surface coverage distribu-
tions are considerably different from the prediction made based
on such assumptions. For the case, where the surface flow rate
is highest, a 25% difference was found between the adsorption
and desorption rates on the right outer surface, indicating the
non-equilibrium condition and the importance of the usage of
the outer surface in modeling.

Additionally, the calculated surface diffusion coefficients us-
ing the independent flow and adsorption equilibrium assump-
tions from the results were underestimated by 15% to 25%.
Moreover, these estimated diffusion coefficients are seemingly
concentration dependent, although a constant surface diffusion
coefficient was used. This arouses questions about (macro-
scopic) experimental studies resulting in concentration depen-
dent surface diffusion coefficients. In such works, similar as-
sumptions, i.e., independent flow and adsorption equilibrium,
are commonly used, but the importance of the neglected effects
is a priori unknown.

Anyhow, one cannot conclude from the present calculations
that for every system these assumptions will lead to erroneous
results. Many systems and various conditions should be inves-
tigated to give more concrete estimations of error and the be-
haviour of the representative systems.
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Fig. 17. Auxiliary figures for the calculation of the projection area in F̆ cal-
culation. (a) Sphere, cone and the origin of the coordinate system used, (b) the

cap built on the right of the xmax if h < 2rc , (c) the arc built on the sphere at
the plane xint .

A Calculation of projection area for F̆
A sketch of the coordinate system, sphere and cone are given

in Fig. 17a.
The equations describing, respectively, the sphere and the

cone are:
x2

+ y2
+ (z − rs)

2
= r2

s (49)

y2
+

(
z −

rc

h
· x

)2
=

(rc

h
· x

)2
(50)

The intersection curve between the sphere and the cone can then
be found by equating the above two equations. The resulting
formula for z is then:

zint =
x2

int
2rs − 2 ·

rc
h · xint

(51)

The above equation is defined only for 0 6 xint 6 xmax , and the
yint equation (parameterized with respect to x) can be found by
inserting the above equation into Eq.49. The value for xmax can
be found by using similar triangles in Fig. 17a as:

xmax =
h

2rc
zint (52)

after inserting Eq.51 and rearranging, one gets:

xmax =
4rcrs

h +
4r2

c
h

(53)

If one takes a slice at an xint , as seen in Fig. 17a, one gets an arc
on the sphere on the y-z plane (Fig. 17c). The ri in the figure is
the radius of the circle cut from the sphere at xint . It is defined
as (from the equation for the sphere, i.e. Eq.49):

ri =

√
r2

s − x2
int (54)

The cosine of the angle α that subtends the half of the arc is
then:

cos(α) =
rs − zint

ri
=

rs − zint√
r2

s − x2
int

(55)

If one recalls Archimedes’ rule that the surface area of a slice
of a sphere and of a cylinder (whose radii are the same) are the
same; instead of calculating the surface area on the sphere, one
can calculate the surface area on the cylinder. The surface area
on the cylinder can be calculated by adding up (i.e., integrating)
the lengths of the arcs on the cylinder. The length of an arc is
the radius times the angle it subtends. Since the angle calculated
above (for the sphere) is also the same for the cylinder, it follows
then that the length of the arc on the cylinder is:

Larc = rs · 2α = rs · 2 · arccos

 rs − zint√
r2

s − x2
int

 (56)

Then the integral required to find the surface area is straight for-
wardly:

AO S =

∫ xmax

0
Larc dx (57)

A special case would appear if the distance between the base
of the cone and the sphere center (i.e., h) is less than twice the
radius of the cone (i.e. rc). In that case, a cap of the sphere
comes additionally to the above calculated area as being part of
the sought area (see Fig. 17b). The area of a cap of a sphere
can easily be calculated if the height is known. In this case, the
height of the cap is:

hcap = rs − xmax (58)
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and then the area of the cap:

Acap = 2πrshcap = 2πrs(rs − xmax ) (59)

Thus the total area enclosed on the surface of the sphere can be
generalized as:

for h < 2rc , Atotal = AO S + Acap

for h > 2rc , Atotal = AO S
(60)

finally

F̆ =
Atotal

4πr2
s

(61)

B Calculation of projection area for Ğ
The molecules enter the pore from the left pore entrance and

reach the cross-section at a distance h (see Fig. 18a). The verti-
cal line at this distance is the base of the cylinder.

The equations describing the sphere and the cone are, respec-
tively:

(x − rs)
2
+ y2

+ (z − rh)2
= r2

s (62)

y2
+

(
z −

(
−rh

h
x + rh

))2

=

(rc

h
x
)2

(63)

For the determination of the cone equation, the center line equa-
tion

zcenterline =
−rh

h
x + rh (64)

and the radius of the cross-section of the cone at an arbitrary x
(found by using similar triangles)

rcone =
rc

h
x (65)

is used. The intersection curve between the sphere and the cone
(found by equating Eq.62 and 63) is:

zint =
h

2rh
xint

((rc

h

)2
−

(rh

h

)2
+ 1

)
+ rh (66)

It should be noted that Eq.66 is only valid for xint , 0 and
xmin ≤ xint ≤ xmax . In order to find xmin and xmax , one needs
the equations for the top-line and for the bottom-line, which are:

ztop =
rc − rh

h
x + rh (67)

zbottom =
−rc − rh

h
x + rh (68)

Inserting these two equations into the sphere equation, one finds
the intersection points of the sphere and the two lines. The x-
coordinates of the intersection points are zero and:

xmax =
2rs

1 +
( rc−rh

h

)2 (69)

xmin =
2rs

1 +
(
−

rc+rh
h

)2 (70)

From Fig. 18b, it can be seen that the cosine of the angle α is:

cosα =
−(zint − rh)

ri
(71)

Note: The minus sign in the above equation is due to its po-
sition with respect to the origin used to define the angle. The
origin for the angle is (xint , 0, rh) and the negative z direction is
defined to be the positive direction for the corresponding axis.
Since in this case the angle turned out to be greater than π/2, the
cosine of this angle is supposed to be a negative value. There-
fore, the length (zint − rh) has to be multiplied with minus one.
The length of the arc that would be built on a surface of a sim-
ilar cylinder would then be (see Appendix A - Calculation of
Projection Area for F̆):

Larc = 2rs · arccos
(

rh − zint

ri

)
(72)

The radius of the arc can be found by utilizing the equation of
the sphere (Eq.62):

ri =

√
r2

s − (x − rs)2 (73)

Consequently, the area of the piece of the sphere bounded by the
intersection curve between xmin and xmax is then:

AO S =

∫ xmax

xmin

Larc dx (74)

and if it exists, the area of the cap left behind to the right of the
xmax is:

Acap = 2πrs · (2rs − xmax) (75)

Thus the total area enclosed on the surface of the sphere for this
case also is:

Atotal = AO S + Acap (76)

The fraction of this area to the total sphere area can then be
easily calculated:

Ğh =
Atotal

4πr2
s

(77)

Ğh is the fraction only at the circle with radius rh at the entrance.
The overall fraction can then be calculated by the following for-
mula:

Ğ =

∫ rc
0 2πrh · Ğh · drh

πr2
c

(78)
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Fig. 18. Auxiliary figures for the calculation of the projection area in Ğ cal-
culation. (a) The sphere tangent to the entrance at position rh and its relation to

the cone whose base is at a distance h from the entrance, (b) a sample arc built
between xmin and xmax .

Nomenclature

A : in subscript denotes a property of species A
A : denotes a small surface element
A f ace

solid/pore : outer surface area available per pore, [m2/pore]
ADRD : abrr. for Adsorption Desorption Rate Difference
CA : concentration of A in gas phase, [mol/m3]
DSur f

A : surface diffusion coefficient, [m2/s]
DSur f

est. : back-calculated surface diffusion coefficient using the adsorption-desorption equilibrium as-
sumption, [m2/s]

f̆ : function giving the fraction of molecules scattered from pore surface and impinging onto a pore
slice at a distance

F̆ : function giving the fraction of molecules scattered from pore surface and reaching pore cross-
section at a distance

F̆ f li pped : the flipped version of the vector F̆ , i.e., F̆ f li pped(i) = F̆(n − i + 1)

Fgas : gas phase flow rate, [mol/s]
F Sur f : surface flow rate, [mol/s]
F total : total flow rate, i.e., Fgas

+ F Sur f , [mol/s]
ğ : function giving the fraction of molecules entering from the pore entrance and impinging onto a

pore slice at a distance
Ğ : function giving the fraction of molecules entering from the pore entrance and reaching pore

cross-section at a distance
ğ f li pped : the flipped version of the vector ğ, i.e., ğ f li pped(i) = ğ(n − i + 1)

G total : total concentration of adsorption sites on the surface, [mol/m2]
G A : concentration of A on the surface, [mol/m2]
In×n : identity matrix of size n
kads : adsorption rate constant, [mol/s/m2/Pa]
Kads : adsorption equilibrium constant, [1/Pa]
kdes : desorption rate constant, [mol/s/m2]
k′

des : desorption rate constant for a slice, [mol/s/slice]
los : abbr. for left outer surface, in subscript it denotes the value on the los
L pore : length of pore, [m]
Mw : molecular weight, [kg/mol]
n : total number of slices
N lr

z=0 : rate of molecules entering from the left pore entrance, [mol/s]
N rl

z=L : rate of molecules entering from the right pore entrance, [mol/s]
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NAv : Avogadro’s number
Ndir : rate of directly reflected molecules, [mol/s]
Nimp : impingement rate, [mol/s]
N out

right : rate of molecules leaving from the right pore entrance, [mol/s]
Nscat : scattering rate, [mol/s]
P : pressure, [Pa]
Ple f t : pressure at the left entrance of the pore, [Pa]
Pright : pressure at the right entrance of the pore, [Pa]
qmono : monolayer coverage, [mol/kg]
R : universal gas constant, [J/mol/K]
Rads : rate of adsorption, [mol/s]
rads : rate of adsorption, [mol/s/m2]
Rdes : rate of desorption, [mol/s]
rdes : rate of desorption, [mol/s/m2]
r, rpore : radius of the pore, [m]
ros : abbr. for right outer surface, in subscript it denotes the value on the ros
SB ET : B.E.T. surface area, [m2/gcat ]
scoe f : sticking coefficient
T : absolute temperature, [K]
w : transmission probability
〈v̄〉 : mean average velocity, [m]
δz : sub-slice thickness, [m]
δz̄ : relative sub-slice thickness, δz

rpore

1z : slice thickness, [m]
1z̄ : slice thickness with respect to pore radius, 1z

rpore

βads : ratio of the surface area capable of adsorption (area of the adsorption sites) to the total surface
area

ε : porosity
σA : collision cross-section for the molecules, [m2/molecule]
σL J : Lennard-Jones diameter of the molecule, [m]
θ : angle with the surface normal, [radians]
θi : surface coverage at slice i
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