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Abstract 
In this work, the reliability analysis is employed to take into 
account the uncertainties in a structure. Reliability analysis 
is a tool to compute the probability of failure corresponding 
to a given failure mode. In this study, one of the most com-
monly used reliability analysis method namely first order reli-
ability method is used to calculate the probability of failure. 
Since finding the most probable point (MPP) or design point 
is a constrained optimization problem, in contrast to all the 
previous studies based on the penalty function method or the 
preference of the feasible solutions technique, in this study one 
of the latest versions of the differential evolution metaheuris-
tic algorithm named improved (μ+λ)-constrained differential 
evolution (ICDE) based on the multi-objective constraint-han-
dling technique is utilized. The ICDE is very easy to imple-
ment because there is no need to the time-consuming task of 
fine tuning of the penalty parameters. Several test problems 
are used to verify the accuracy and efficiency of the ICDE.  
The statistical comparisons revealed that the performance of 
ICDE is better than or comparable with the other considered 
methods. Also, it shows acceptable convergence rate in the 
process of finding the design point. According to the results 
and easier implementation of ICDE, it can be expected that 
the proposed method would become a robust alternative to the 
penalty function based methods for the reliability assessment 
problems in the future works.
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1 Introduction 
In this study, the reliability analysis is employed to take 

into account the uncertainties in a structure. Reliability is 
defined as the probability that an item (e.g. structure or part of 
a structure) will adequately perform its specified purpose for 
a specified period of time under specified environmental con-
ditions [1]. Probability theory is the foundation of reliability 
analysis which is a tool to compute the reliability index or the 
probability of failure corresponding to a given failure mode 
(also known as limit state function) or for the entire system [2]. 
Since the analytical or numerical evaluation of the probability 
of failure has some difficulties, different categories of approx-
imate methods are introduced [3–6]. 

Among these, two more commonly used approaches are 
the moment methods and simulation methods. The First Order 
Reliability Method (FORM) as a moment method and the 
Monte-Carlo simulation (MCS) as a sampling method are the 
most popular for structural reliability analysis. In comparison 
to the FORM, The application of the MCS is relatively recent 
because of the need of powerful computers. The FORM has 
advantages over the MSC for its computational efficiency, 
especially when the probability of failure is very small [7]. 
Because of the efficiency, effectiveness and simplicity of 
FORM, it has been widely used for reliability analysis and 
reliability based design optimization [8].

One of the most important elements of the FORM solution 
is the MPP (most probable point which is proposed by Hasofer 
and Lind [9, 10]. In order to find this point, one needs to solve 
a constrained optimization problem whose objective function 
is the minimum distance from the origin of standard normal 
space to the limit state function. This minimum distance is 
called reliability index or Hasofer-Lind’s index [7].

Various algorithms with gradient computations have been 
proposed to solve the above optimization problem [11]. The 
commonly used algorithms among them are the Hasofer-Lind 
and Rackwitz-Fiessler (HL-RF) algorithm [9, 10, 12], modi-
fied HL-RF (MHL-RF) [11] and Improved HL-RF (iHL-RF) 
[13]. The main drawbacks of these algorithms are the compu-
tation of the gradients with respect to the random variables 
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and trapping in the local optimum solutions. Therefore it is 
essential to use gradient free algorithms which have the ability 
to find global or near-global optimum solution.

Therefore In the last decade, the metaheuristic algorithms 
are used in the reliability analysis. Two main characteristics 
of these algorithms are the exploration and exploitation. In the 
exploration phase, they explore the search space more effi-
ciently and in the exploitation phase, they search the current 
best solutions and select the best candidates [14].

For the first time, Elegbede [4] used the particle swarm 
optimization (PSO) method to determine reliability index. 
He applied the exterior penalty method to convert the con-
strained optimization problem to an unconstrained one. The 
results show that this method can find the design point and the 
reliability index with a good accuracy. Also, the dependency 
of computing time on the initial population size and number 
of iterations was investigated. By combining the benefits of 
the shredding and learning operators, Wang and Ghosn [15] 
proposed a new hybrid genetic search algorithm which is suit-
able for solving structural reliability problems. They used the 
Shredding operator to reduce the number of structural analy-
ses and obtain the value of the reliability index.

Yan et al. [16] applied the socio-political evolutionary algo-
rithm, the imperialist competitive algorithm (ICA), combined 
with penalty function method to solve the reliability index opti-
mization problem. The results showed the precision and good 
feasibility of the proposed model. Zhao et al. [17] employed the 
chaotic particle swarm optimization (CPSO) method to conduct 
structural reliability analysis. The CPSO is a combination of the 
well-known PSO with a chaotic system to improve the global 
search performance of the PSO. They reported the CPSO is a 
good approach to find accurate design point and reliability index.

In a similar study, the charged system search (CSS) algorithm 
is used by Kaveh et al. [5] to solve aforementioned constrained 
optimization. To apply the CSS in reliability analysis, the pen-
alty method is used. For carrying out a comparative study, 
Kaveh and Ghazaan [18] utilize four metaheuristic algorithms 
consisting of the improved ray optimization (IRO), democratic 
particle swarm optimization (DPSO), colliding bodies opti-
mization (CBO) and enhanced colliding bodies optimization 
(ECBO) with the penalty function to estimate failure probabil-
ity of problems. The results showed the suitability, efficiency 
and good accuracy of these algorithms. Also, they had the same 
performance. Chakri et al. [6] proposed an improved version of 
the bat algorithm named improved bat algorithm (iBA) and an 
adaptive penalty function to obtain the reliability index. After 
comparison iBA with the other metaheuristic algorithms, they 
reported that the iBA is more efficient and reliable.

It can be found that all the previous studies which were based 
on the metaheuristic algorithms, used the penalty function 
method or the preference of the feasible solutions technique to 
handle the constraints, while the improved (μ+λ)-constrained 

differential evolution (ICDE) algorithm, which is based on 
multi-objective constraint-handling technique is used in this 
paper for the reliability assessment problem for the first time. 
In section 2 a brief description of the reliability assessment 
problem is proposed. The ICDE algorithm is then presented 
briefly in section 3. Three type numerical examples, bench-
mark test functions and structural examples are presented in 
section 4. Finally, the conclusion is proposed in Section 5.

2 Reliability assessment
By performing a probabilistic reliability analysis, the prob-

ability of failure or reliability index corresponding to the limit 
state function or failure mode can be obtained. The limit state 
function g(X) is a function of random variables, X = (X1, X2, 
..., Xn )which separates the failure region (g(X) < 0) and safe 
region (g(X) > 0). Also g(X) is called performance function. 
The probability of failure Pf is defined as [3]:

Where fx(x) is the joint probability density function (PDF) 
of X. Then the reliability R is obtained by:

Because of some difficulties to solve the above multi-di-
mensional integral [4], one of the most commonly used reli-
ability analysis technique namely FORM (First Order Reli-
ability Method) has been used in this paper. 

It should be noted that the development of FORM can be 
traced to the first order second moment (FOSM) method which 
is proposed by Cornell [19, 20]. He proposed an index related 
to the probability of failure to estimate the structural reliabil-
ity. However, it is not easy to use Cornell index for measuring 
the probability of failure because of the strong dependency on 
the mathematical formulation of the limit state function (two 
different equivalent formulations of the same limit state func-
tion result in different values of Cornell index). In order to 
overcome this limitation, an alternative approach based on the 
concept of the design point was proposed by Hasofer and Lind 
which is introduced in the following.

First, the random vector X is mapped into an independent 
standard normal vector U by using the Rosenblatt transforma-
tion [21] to simplify the shape of the fx(x). The standard normal 
variable has a zero mean and unit standard deviation. After 
the transformation the performance function becomes g(U). 
Next, the integration boundary g(U) = 0 is linearized by the 
first order Taylor expansion at the most probable point (MPP) 
[1]. The MPP is a point that has minimum distance from the 
origin in the standard normal space to the performance g(U) 
= 0. Therefore, finding the MPP is a constrained optimization 
problem with an equality constraint as follow:
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Where β is the Hasofer-Lind reliability index or the reliability 
index [9, 10, 12]. To solve Eq. (3), a usual approach is to trans-
form the equality constraint into the following inequality one:

Where δ is a tolerance value. So the probability of failure is 
approximated based on the reliability index as follow:

Where Φ is the standard normal cumulative distribution 
function (CDF). Note that, in FORM, it is assumed that all ran-
dom variables have normal distribution. However, some basic 
variables for most reliability problems are not normally dis-
tributed. Therefore, it is necessary to transform the variables 
with non-normal distributions into the normally distributed 
ones. The interested reader is referred to literature for more 
information [3].

3 Optimization algorithm for reliability assessment
Since the calculation of the reliability index is a constrained 

optimization problem, so it is essential to use one of the 
existing constraint-handling techniques. It can classify these 
techniques into three main groups [22]: the penalty function 
methods, the methods based on the preference of the feasible 
solutions and the multi-objective optimization techniques.

In the penalty function methods, a constrained optimization 
problem transform into an unconstrained one using the pen-
alty parameters. The main drawback of this method is that it 
requires a lot of fine-tuning of the penalty parameters to guide 
the search towards the global optimum. The requirement of this 
fine tuning should be either minimized or be eliminated by a 
good constraint-handling technique. When fine tuning is essen-
tial, the performance of the algorithm is affected by it [23].

In the methods based on the preference of the feasible solu-
tions, the selection procedure only executes pairwise compar-
isons. While a feasible solution always has a higher priority 
over an infeasible one, between two feasible solutions, the 
one having a better objective function value is given prior-
ity; between two infeasible solutions, however, the one having 
smaller constraint violation is preferred [24]. The main prob-
lem of this technique is to maintain diversity in the population 
to prevent the premature convergence to local optimum [23].

As mentioned earlier, all the previous works based on the 
metaheuristic algorithms utilized the penalty function method 
or the preference of the feasible solutions technique to han-
dle the constraints of the reliability assessment problem. In 
this paper, an improved (µ+λ) constraint differential evolution 
(ICDE) algorithm is used which is based on the multi-ob-
jective constraint-handling technique. The main idea of this 

technique is to redefine the single objective optimization as a 
multi-objective optimization in which the objective functions 
consist of the original objective function and the constraints. 
In the ICDE algorithm, the population diversity is controlled 
successfully and also there is no need to the trial and error 
process of finding appropriate penalty parameters. 

The ICDE is the latest versions of differential evolution (DE) 
algorithm in order to solve constrained optimization problem 
[22, 25, 26]. It includes two main parts, the Improved (µ+λ)-dif-
ferential evolution (IDE) to search in the design space and the 
archiving-based adaptive tradeoff model (ArATM) to handle 
the constraints of the problem. The flowchart of the ICDE is 
illustrated in Fig. 1. In the following sections, the DE and main 
parts of the ICDE are proposed briefly. For more details, the 
interested reader is referred to the work by Jia et al [22]. 

Fig. 1 Flowchart of the ICDE algorithm

3.1 Differential evolution (DE) algorithm
The differential evolution (DE) is a population-based algo-

rithm which is developed by Storn and Price [27]. It is one 
of the most successful evolutionary algorithms (EAs) for the 
global numerical optimization. In order to evolve the popula-
tion to the global optimum solution, it utilizes the mutation, 
crossover, and selection operators. The mutation and crossover 
are used to produce the population of trial vectors in order to 
ensure diversity of the population. The procedure of the DE 
consists of five main steps as follow:

β =
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Step 1: forming an initial population
After defining both upper and lower bounds of the vari-

ables, the initial population P0 of μ individuals (parents) can 
be generated randomly in the search space as follows:

Where xi
0 is the current individual in the initial population 

(t = 0 where t is the generation number) including, xl and xu 
are the lower bound and upper bound of variables respectively 
and rand is a uniformly distributed random number between 
0 and 1.

Step 2: generating the mutant vectors
In the ICDE four mutation strategies have been employed 

to generate a mutant vector vi from each current individual as 
follows [22]:
“rand/1” mutation:

”rand/2” mutation:

”current-to-Rand/1” mutation:

”current-to-best/1” mutation:

Where r1, r2, r3, r4, and r5, are different integers, randomly 
selected from the set {1, 2, ..., μ} with the condition of {r1 ≠ r2 

≠ r3 ≠ r4 ≠ r5}, xbest
t and xi

t are respectively the best individual 
and the current individual in the current population (genera-
tion number is equal to t) and F is a randomly selected number 
between 0 and 1.

Step 3: checking the boundary constraints
To handle the boundary constraints violation, the compo-

nent of mutant vector vi is modified as follows [28]:

As can be seen from the above formulation, if the jth com-
ponent vi j

t
,  of the mutant vector xi

t violates the boundary con-
straint, vi j

t
,  is reflected back from the violated boundary con-

straint.
Step 4: using crossover operator to generate trial vectors 
After modifying the violated mutant vector, the binomial 

crossover is applied to produce the trial vector ui by changing 
some components of the mutant vector as follows:

Step 5: comparing the trial vector and current vector
In this step, the trial vector compare with the current vector 

based on their objective function values and the better one will 
survive in the next generation:

3.2 Improved (µ+λ)-differential evolution (IDE) 
algorithm

The IDE is an improved version of the DE with a better 
diversity of the population. It is utilized in the ICDE to inves-
tigate the search space. In the IDE, the offspring population Qt 
is produced from the current population Pt with μ individuals. 
It has three main steps as follows:

Step 1: set Qt = Ø;
Step 2: generate three offspring for each individual in the 

current populationas follows:
First offspring y1: executing the “rand/1” mutation strategy 

and the binomial crossover;
Second offspring y2: executing the “rand/2” mutation strat-

egy and the binomial crossover;
Third offspring y3: executing a new mutation strategy 

named “current-to-best/1” and the iBGA (improved breeder 
genetic algorithm) [22];

Step 3: update the offspring population, Qt = Qt È y1 È y2 
È y3;

In step 2, the “current-to-rand/best/1” strategy has two 
phases with different mutation strategy. In the first phase, 
the “current-to-rand/1” strategy is used to enhance the global 
search of the population. When the current generation num-
ber is more than a predefined threshold generation number, 
the second phase begins. In the second phase to increase the 
convergence rate of the population toward the global optimum, 
the “current-to-best/1” is implemented. The aim of using this 
strategy is to achieve a good balancing between the diversity 
and the convergence of the population. In step 3, it can be seen 
that by performing the above procedure, the offspring popula-
tion has λ = 3μ individuals.

3.3 Archiving-based adaptive trade-off model 
(ArATM)

There are three situations after combining the offspring 
population and the parent population in a combined population 
Ht = Pt + Qt. The situations are the infeasible, semi-feasible 
and feasible situations. For each of these situations a different 
constraint-handling mechanism is designed in the ArATM. 

In the infeasible situation, all individuals violate the con-
straints of the problem. The aim of the corresponding mecha-
nism is to guide the infeasible population toward the feasible 
region in the early stage of the evolution and to maintain its 
diversity. In this situation, the original problem transformed 
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to bi-objective optimization problem and a good tradeoff 
between two objects, the objective function and the degree of 
constraint violation, is established. In addition, the individuals 
those which are not suitable to survive into the next generation 
will be stored to compete with the individuals of the next com-
bined population Ht + 1. In this way the diversity of the popula-
tion may be enhanced during the evolutionary process.

In the semi-feasible situation, both feasible and infeasible 
individuals exist in the combined population Ht. In this sit-
uation, some infeasible individuals which contain important 
information is also utilized to guide the search toward global 
optimum. By implementing an adaptive fitness transformation 
scheme, not only some feasible individuals with small fitness 
values but also some infeasible individuals with both small 
degree of constraint violation and small fitness values survive 
into the next generation.

Finally in the feasible situation, all individuals in the com-
bined population Ht are in the feasible region. The comparison 
between all individuals is implemented only by considering 
their fitness values. Therefore, μ individuals with the smallest 
fitness value constitute the next population Pt + 1. In the next 
sections, several test problems are employed to investigate the 
performance of the ICDE in the reliability problems.

4 Numerical results
In this section, the ICDE is applied to the different bench-

mark test problems drawn from the literature. In order to 
investigate the accuracy and efficiency of the proposed algo-
rithm, each problem is independently solved 20 times. Then 
the results are compared with the available solutions obtained 
from the other metaheuristic algorithms based on the penalty 
function method or the preference of the feasible solutions 
technique, the HL-RF and sampling methods (i.e. important 
sampling and Monte-Carlo simulation methods) in the previ-
ous studies. It is noted that for all test problems, the common 
parameters in ICDE are set as follows: μ = 20, CR = 0.8, F = 
0.9 and δ = 0.0001. Note that, when there is no improvement 
of the solutions after 10 iterations, the process of the optimiza-
tion will be stopped.

4.1 Example 1: limit state function with normal basic 
variables

Eleven non-linear limit state functions with different num-
ber of random variables chosen from references are summa-
rized in Table 1. They can be classified into two groups based 
on the description of their random variables. The first eight 
limit state functions have the independent standard normal 
random variables and the others have the independent normal 
random variables.

Table 2 presents the optimum reliability index and the cor-
responding probability of failure obtained by different opti-
mization methods. It can be observed that all metaheuristic 

methods converge to the same results but better than the 
ARBIS method (adaptive radial-based importance sampling) 
which is more efficient than the Monet-Carlo simulation [29]. 
In Table 3, the optimum design points are proposed. Also, the 
statistical comparison between the results of ICDE and those 
are available in the previous studies are presented in table 4 
and Fig. 2.

Table 1 Limit state functions and random variables distribution for example 1

Limit state function Random variables

g1(x) = 5 – 0.5(x1 – 0.1)2 – x2 xi:N(0,1),i = 1,2

g2(x)=3 – x2 + (4x1)
2 xi:N(0,1),i = 1,2

g3(x) = 2 – x2 – 0.1x1
2 + 0.06x1 xi:N(0,1),i = 1,2

xi:N(0,1),i = 1,2

 xi:N(0,1),i = 1,2

g6(x) = exp(0.4(x1 + 2)+ 6.2) –  
exp(0.3x2 + 5) – 200

xi:N(0,1),i = 1,2

g7(x) = exp(0.2x1 + 1.4) – x2 xi:N(0,1),i = 1,2

xi:N(0,1),i = 1,...,10

x1:N(600,30)
x2:N(1000,33)
x3:NN(20.1)

g10(x) = x1 x2 – 146.14 x1:N(78064,11709.9)
x2:N(0.0104,0.00156)

g11(x) = 2.5 – 0.2375(x1 – x2) + 
0.00463(x1 + x2 – 20)4 

xi:N(10,3),i = 1,2

In Fig. 2, corresponding to each Statistical terms, N indi-
cates the total number of superior performances of an algo-
rithm comparing to the others in the previously mentioned 
limit state functions. Statistical terms are proposed along the 
horizontal axis. According to Table 4, there can be three fol-
lowing situations for every statistical term to calculate the 
value of N in Fig. 2: 

1) There is only one algorithm with better results than the 
others; 

2) There are some algorithms that show the identical results 
while better than the rest;

3) All algorithms show the identical results;
In the above situations, the value of N increased for algo-

rithms with better performances. This process is repeated for 
all statistical terms and the final results are shown in Fig. 2. 
From the statistical comparisons in Fig. 2, the performance 
of the ICDE in terms of the best β, worst β, avg β, std β and 
std iteration is superior to the other algorithms namely, CBO, 
DPSO, IRO and ECBO for the eleven test problems which are 
described in table 1. 

g x x x
x x
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Table 2 Optimum reliability index and corresponding probability of failure obtained by different methods for example 1

ICDE [18] IRO [18] DPSO [18] CBO [18] ECBO [18] CSS [5] PSO [4] CPSO[17] ARBIS [29] 

g1

β 2.9057 2.9058 2.9056 2.9057 2.9056 2.9060 2.9056 - -

Pf 0.0018 0.0018 0.0018 0.0018 0.0018 0.0018 0.0018 - -

g2

β 2.9999 2.9999 2.9999 2.9999 2.9999 3.0000 - - 2.9250

Pf 0.0014 0.0014 0.0014 0.0014 0.0014 0.0014 - - 0.0002

g3

β 1.9999 1.9999 1.9999 1.9999 1.9999 2.0000 - - 1.9960

Pf 0.0228 0.0228 0.0228 0.0228 0.0228 0.0228 - - 0.0347

g4

β 2.4999 2.4999 2.4999 2.4999 2.4999 - - - 2.4180

Pf 0.0062 0.0062 0.0062 0.0062 0.0062 - - - 0.0042

g5

Pf 1.6583 1.6582 1.6582 1.6582 1.6583 - - - 1.6250

Pf 0.0486 0.0486 0.0486 0.0486 0.0486 - - - 0.1050

g6

β 2.7099 2.7129 2.7103 2.7109 2.7149 2.7100 2.7099 2.7099 -

Pf 0.0034 0.0033 0.0034 0.0034 0.0033 0.0034 0.0034 0.0034 -

g7

β 3.3496 3.3496 3.3496 3.3496 3.3496 3.3500 3.4971 - -

Pf 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 - -

g8

β 1.9999 2.0053 2.0000 1.9999 2.0000 2.0000 - - 2.1030

Pf 0.0228 0.0225 0.0228 0.0228 0.0228 0.0228 - - 0.0053

g9

β 2.2697 2.2769 2.3413 2.2701 2.3814 2.2696 2.2697 2.2784 -

Pf 0.0116 0.0114 0.0096 0.0116 0.0086 0.0116 0.0116 0.0114 -

g10

β 5.3333 5.3370 5.3516 5.3442 5.3387 5.3332 - - 5.4430

Pf 4.82e-8 4.72e-8 4.35e-8 4.35e-8 4.67e-8 4.82e-8 - - 0.1.46e-07

g11

β 2.4999 2.4999 2.4999 2.4999 2.4999 - - 2.5001 2.4310

Pf 0.0062 0.0062 0.0062 0.0062 0.0062 - - 0.0062 0.0029

Fig. 2 Comparison of the statistical results for example 1 
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Table 3 Optimum design points obtained by different methods for example 1

ICDE [18] IRO [18] DPSO [18] CBO [18] ECBO [18] CSS [5] PSO [4] CPSO [17] ICA [16]

g1

x1 -2.74079 -2.75145 -2.74074 -2.74499 -2.74014 -2.74080 -2.74163 - -

x2 0.96484 0.93450 0.96498 0.95296 0.96677 0.96470 0.96258 - -

g2

x1 -0.00001 -0.00325 -0.00042 0.00000 -0.00625 0.00000 - - -

x2 2.99990 2.99990 2.99990 2.99990 2.99991 3.00000 - - -

g3

x1 0.00001 -0.00174 0.00102 -2.35e-08 0.00132 -4.17e-08 - - -

x2 1.99990 1.99989 1.99980 1.99990 1.99990 2.00000 - - -

g4

x1 1.76775 1.76760 1.76209 1.75802 1.76847 - - - -

x2 -1.76778 1.76778 1.77330 1.77742 1.76690 - - - -

g5

x1 1.47157 1.46990 1.46880 1.47398 -0.76116 - - - -

x2 -0.76445 -0.76747 -0.76970 -0.75980 1.47329 - - - -

g6

x1 -2.53965 -2.58720 -2.52197 -2.56748 -2.47706 -2.53960 -2.54776 –2.5407 -

x2 0.94537 0.81629 0.99268 0.87017 1.11142 0.94350 0.92355 0.94270 -

g7

x1 -1.67972 -1.67975 -1.68462 -1.66811 -1.68013 -1.67970 -1.68825 - -

x2 2.89800 2.89798 2.89521 2.90470 2.89777 2.89810 2.89316 - -

g8

x1 -0.00328 0.04490 -0.01055 0.00574 -0.00449 -0.00018 - - -

x2 0.00093 -0.03938 0.00725 0.00347 -0.00461 -0.00012 - - -

x3 0.00073 0.04674 -0.00950 0.00452 -0.00867 0.00011 - - -

x4 0.00044 0.06378 0.00037 -0.00460 -0.01044 0.00099 - - -

x5 -0.00029 -0.01920 0.01194 -0.00190 -0.01201 0.00266 - - -

x6 0.00100 0.01470 -0.00670 -0.01274 0.00206 0.00023 - - -

x7 0.00227 -0.07475 -0.00161 -0.00243 0.00320 -0.00082 - - -

x8 0.00028 -0.06726 0.00509 0.00127 0.00357 0.00005 - - -

x9 0.00142 -0.00213 -0.01465 0.00012 0.01327 0.00345 - - -

x10 1.99991 2.00020 1.99991 1.99990 1.99991 2.00000 - - -

g9

x1 591.800 559.710 565.220 555.710 540.560 555.608 555.507 553.286 555.790

x2 1003.05 1032.300 1044.800 1030.300 1012.900 1029.000 1028.950 1023.074 1028.667

x3 1.69400 1.84440 1.84840 1.85400 1.87380 1.85202 1.85227 1.84909 1.85081

g10

x1 59690.2 19516.0 51622.0 20470.0 55456.0 59684.0 - - -

x2 0.00244 0.00748 0.00283 0.00713 0.00263 0.00244 - - -

g11

x1 15.3031 15.3040 15.3140 15.3030 15.3190 - - 15.3334 -

x2 4.69600 4.69740 4.70800 4.69650 4.71250 - - 4.72670 -

Fig. 3 Comparison of the average values of the reliability index obtained by the different algorithms for g1 in Table 1
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Table 4 Statistical results obtained by ICDE and IRO [18], DPSO [18], CBO [18] and ECBO [18] for example 1

  Best β Worst β Avg β Std β Iteration Avg Iteration Std Iteration

g1

ICDE 2.9057 3.0942 2.9151 0.0421 34 38.35 4.88
IRO 2.9058 3.1025 2.9946 0.0957 100 105.80 27.29

DPSO 2.9056 3.1430 2.9881 0.0990 52 121.25 36.51
CBO 2.9057 3.5352 3.0307 0.1768 38 39.75 14.02

ECBO 2.9056 3.0951 2.9274 0.0573 190 118.85 50.78

g2

ICDE 2.9999 2.9999 2.9999 0.0000 31 32.00 1.00
IRO 2.9999 3.0005 2.9999 0.0001 66 71.30 13.43

DPSO 2.9999 2.9999 2.9999 5.17E-07 36 40.60 7.80
CBO 2.9999 3.0053 3.0001 0.0012 20 27.15 7.67

ECBO 2.9999 3.0237 3.0020 0.0057 149 127.15 47.85

g3

ICDE 1.9999 1.9999 1.9999 0.0000 32 38.00 5.00
IRO 1.9999 2.0059 2.0006 0.0016 47 93.20 34.20

DPSO 1.9999 2.0000 1.9999 3.12E-05 63 60.80 22.42
CBO 1.9999 2.0004 1.9999 0.000126 26 27.70 8.49

ECBO 1.9999 2.113 2.0056 0.0252 43 68.65 37.48

g4

ICDE 2.4999 2.4999 2.4999 0.0000 32 41.00 17.00
IRO 2.4999 2.5013 2.5000 0.0003 67 78.05 28.99

DPSO 2.4999 2.5012 2.5001 0.0002 32 64.25 31.65
CBO 2.4999 2.5256 2.5031 0.0057 39 27.05 7.50

ECBO 2.4999 2.5149 2.5009 0.0033 19 55.10 61.32

g5

ICDE 1.6583 1.6583 1.6583 0.0000 36 41.00 4.00
IRO 1.6582 1.6679 1.6595 0.0022 98 96.25 16.91

DPSO 1.6582 1.6617 1.6589 0.001 42 84.80 41.60
CBO 1.6582 1.7081 1.6663 0.0122 20 36.05 9.58

ECBO 1.6583 1.6609 1.6588 0.0005 73 78.35 47.29

g6

ICDE 2.7099 2.7099 2.7099 0.0000 35 32.00 2.00
IRO 2.7129 6.3233 3.5772 1.1430 162 132.35 24.20

DPSO 2.7103 5.4257 3.7728 0.8326 88 127.70 40.97
CBO 2.7109 3.9674 3.0350 0.3724 47 51.55 12.22

ECBO 2.7149 5.6122 3.2572 0.6505 118 118.3 37.95

g7

ICDE 3.3496 3.3496 3.3496 0.0000 32 35.00 3.00
IRO 3.3496 3.3519 3.3500 0.0005 90 82.50 19.18

DPSO 3.3496 3.3653 3.3522 0.0041 109 108.75 53.06
CBO 3.3496 3.556 3.367 0.0479 30 27.40 10.049

ECBO 3.3496 3.362 3.3513 0.0029 54 99.25 52.35

g8

ICDE 1.9990 6.980 3.1302 1.5801 191 181.20 31.23
IRO 2.0053 2.1244 2.0293 0.0271 185 174.15 20.38

DPSO 2.0000 2.0045 2.0009 0.0010 111 137.55 16.86
CBO 1.9999 6.9571 3.0399 1.5502 128 157.95 30.80

ECBO 2.0000 6.2084 2.2107 0.9409 121 132.00 25.06

g9

ICDE 2.2696 7.9703 3.4893 1.555 108 160.55 31.08
IRO 2.2769 5.1388 3.2534 0.9307 170 163.05 18.77

DPSO 2.3413 5.9199 3.2534 1.0863 31 125.75 46.21
CBO 2.2701 4.6905 2.5852 0.5750 43 60.60 11.45

ECBO 2.3814 5.0723 3.2628 0.8835 88 121.80 40.29

g10

ICDE 5.3333 5.3336 5.3334 0.0001 39 46.00 5.00
IRO 5.3370 5.4181 5.3568 0.0261 57 90.80 42.37

DPSO 5.3516 5.4278 5.3946 0.0256 117 110.00 46.67
CBO 5.3442 5.4277 5.4008 0.0247 46 55.60 14.46

ECBO 5.3387 5.4280 5.3878 0.0317 53 104.90 42.49

g11

ICDE 2.4999 2.4999 2.4999 0.0000 30 32.00 2.00
IRO 2.4999 2.5005 2.5000 0.0001 60 67.65 16.66

DPSO 2.4999 2.5009 2.5001 0.0003 38 54.95 24.20
CBO 2.4999 2.5149 2.5015 0.0035 23 25.30 6.58

ECBO 2.4999 2.5038 2.5009 0.0011 30 63.70 55.28
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For the limit state function g1, the convergence history of 
the mean values of the reliability index over 20 runs of the 
ICDE and those are available in the literature are presented in 
Fig. 3. The population size and maximum number of iteration 
are set 20 and 200 respectively. As can be observed, the ICDE 
converges to the optimum value faster than the others.

4.2 Example 2: limit state function with non-normal 
basic variables

In order to test the efficiency of ICDE in the problems with 
non-normal basic variables, the non-linear noisy limit state 
function is considered. The function is [30]:

As shown in in Table 5, all six random variables are log-nor-
mally distributed. The computational results obtained with 
different methods are presented in Table 6, where x* is the 
MPP in the original space. It is seen that ICDE converges to a 
better reliability index than the other methods.

Table 5 Random variables for the noisy limit state function in example 2

Variables Distribution µ σ

x1, x2, x3, x4 Log-normal 120 12

x5 Log-normal 50 15

x6 Log-normal 40 12

Table 6 Results for the noisy limit state function in example 2

ICDE Hybrid GA[15] MCS [15] ARBIS [29]

β 2.348139 2.615 2.614 2.361

Pf 0.00943 - - -

X*
(117.29, 115.22, 
115.21, 117.22, 
83.66,  55.41)

- - -

The ICDE method, for all the previous problems with dif-
ferent basic variables distributions, is proved to be very reli-
able and accurate. In the next section, the Application of the 
method in structural reliability problems will be considered.

4.3 Example 3: structural applications
In this section, the application of the ICDE is proposed in 

six structural reliability problems and the results are compared 
with those are available in the previous studies.

4.3.1 Cantilever beam with uniformly distributed 
load problem

Consider a simple cantilever beam of length L with rectan-
gular cross section subject to a uniformly distributed loading 
as shown in Fig. 4. The limit state function according to the 
maximum deflection at the free end is defined as follows [31]:

Where w, b, E and I are the load per unit area, width, 
Young’s modulus and area moment of the cross section respec-
tively. E and L are assumed to be the deterministic variables 
and equal to 2.6 × 104 Mpa and 6 m respectively. So, the limit 
state function becomes:

Where x1 and x2 are respectively the load and depth. These 
two variables are the independent normal random variables with 
µ µ σ σx x x xMPa mm

1 2 1 2

0 001 250 0 0002 37 5= = = =. , . , .and ;

Fig. 4 Cantilever beam with uniformly distributed load

The results are proposed in Table 7. It can be seen that all 
metaheuristic algorithms converge to almost the same reliabil-
ity index value. The statistical results in Table 8 show that the 
ICDE has better results than those are available in the litera-
ture in terms of the worst β, avg β, std β, iteration, avg iteration 
and std iteration. 

The convergence curves over 20 runs of the ICDE, IRO, 
DPSO, ECBO and a single run for the CPSO are proposed 
in Fig. 5. Whilst the population size and maximum number 
of iteration for these algorithms are considered 20 and 200 
respectively, those of CPSO are 1000 and 100 respectively. It 
can be observed that the convergence rate of the ICDE is supe-
rior compared to the other algorithms. It is noted that using the 
CPSO the reliability index is converged after 50 iterations [17].

4.3.2 Conical structure problem
Consider a conical structure under a compressive axial load 

P, and a bending moment M. The geometrical configuration and 
random variables are shown in Fig. 6 and Table 9 respectively.

The loss of strength and buckling of the structure are the 
two main failure modes that can cause the instability of the 
structure. The first one is not considered due to the large mar-
gin obtained in the analysis [4]. So only the buckling mode 
will be analyzed under the combined solicitations. The buck-
ling criterion is defined as follows:

Where Pcrit and Mcrit are respectively the critical axial load 
and bending moment, which are defined by NASA [32]:
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Where γ = 0.33, η = 0.41 and μ = 0.334. From equations (17), 
(18) and (19), the limit state function is:

Table 9 Random variables for the conical structure problem in example 3

Variables Distribution µ σ

x1 E (MPa) Normal 70000 3500

x2 t (m) Normal 0.0025 0.000125

x3 α (rad) Normal 0.5240 0.010480

x4 r1(m) Normal 0.9000 0.022500

x5 M (N.m) Normal 80000 6400

x6 P (N) Normal 70000 5600

The optimum design variables, reliability index and the 
probability of failure are presented in Table 10. It can be 
observed that the ICDE converges to a better Reliability index 
than the other metaheuristic methods. From the statistical 
results in Table 11, the ICDE has better performance in terms 
of the best β, avg β and iteration.

Fig. 6 Geometrical configuration of the conical structure

Table 7 Results for the cantilever beam with distributed load problem in example 3

ICDE IRO[18] DPSO[18] CBO[18] ECBO[18] CSS [5] PSO [4] ICA [16] iBA[6] CPSO[17] MCS[17]

β 2.3309 2.3309 2.3309 2.3309 2.3310 2.3309 2.3309 2.3309 2.3326 2.3312 -

Pf 0.00988 0.00988 0.00988 0.00988 0.00988 0.00988 0.00988 - 0.00980 0.00987 0.96070

x1 0.00112 0.00111 0.00111 0.00111 20.00111. 0.00100 0.00119 0.00112 0.00110 0.00113 -

x2 165.449 165.480 165.480 165.530 165.240 159.399 165.437 165.451 166.360 165.810 -

Table 8 Statistical results obtained by different methods for the cantilever beam problem in example 3

  Best β Worst β Avg β Std β Iteration Avg Iteration Std Iteration

ICDE 2.3309 2.3309 2.3309 0.0000 32 36.00 3.000

IRO [18] 2.3309 2.4651 2.3546 0.0320 85 126.15 30.906

DPSO [18] 2.3309 2.4613 2.3497 0.0346 67 139.35 49.9634

CBO [18] 2.3309 2.6532 2.3614 0.0813 33 38.30 13.5805

ECBO [18] 2.3310 2.4026 2.3447 0.0193 76 117.20 38.7292

Fig. 5 Comparison of the average values of the reliability index obtained from the different algorithms for cantilever beam problem
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4.3.3 Reinforced concrete beam problem
In this example, the reliability analysis of a reinforced con-

crete beam is performed. The limit state function is defined as 
follows [6, 33]:

Where As, Fy, and Q are respectively the reinforcing 
cross-section area, the yield strength of the reinforced steel 
rods, the compressive strength of concrete and the total 
moment produced by the load, Theses random variables are 
described in Table 12. The parameters b and d are width and 
height respectively (b = 12 in, d = 19 in).

Table 12 Random variables for the reinforced concrete beam problem in 
example 3

Variables Distribution µ σ

x1 As (in2) Normal 4.08 0.0816

x2 Fy (ksi) Normal 44.00 4.6200

x3 Fc (ksi) Normal 3.12 0.4368

x4 Q (kip-in) Normal 2052.00 246.24

According to the results which are shown in Table 13, the 
performance of the ICDE is superior compared to the other 
metaheuristic algorithms in the sense of the reliability index. 
However, the results of the ICDE and HL-RF are almost the 
same. Compared with the Monte Carlo Simulation (MSC) 
approach, the ICDE is less accurate but it requires the less 
computational cost to find an appropriate design point. 

Table 10 Results for conical structure problem in example 3

ICDE IRO [18] DPSO [18] CBO [18] ECBO [18] CSS [5] PSO [4] iBA [6] HL-RF [6]

β 4.7959 4.7964 4.7970 4.7995 4.7989 4.7965 4.8830 4.8770 4.8770

Pf 8.10E-07 8.07E-07 0. 8.05e-7 7.95E-07 7.97E-07 8.07E-07 5.23E-07 5.12E-07 5.12E-07

x1 6.38E+10 6.38E+10 6.39E+10 6.42E+10 6.39E+10 6.38E+10 6.37E+10 6.37E+10 6.37E+10

x2 0.00199 0.00199 0.00199 0.00199 0.00199 0.00199 0.00198 0.00199 0.00199

x3 0.52812 0.52789 0.52788 0.52867 0.52888 0.52813 0.52446 0.52810 0.52820

x4 0.88730 0.88833 0.88580 0.88620 0.88624 0.88734 0.88743 0.88730 0.88720

x5 90103.55 90364.00 90136.00 90752.00 90883.00 90081.00 90295.20 90258.80 90208.20

x6 74243.28 74181.00 74424.00 74333.00 73990.00 74255.50 131496.39 74308.70 74307.40

Table 11 Statistical results obtained by different methods for the conical structure problem in example 3

  Best β Worst β Avg β Std β Iteration Avg Iteration Std Iteration

ICDE 4.7959 4.8612 4.7924 0.0147 47 168.0 57.0

IRO [18] 4.7963 4.8038 4.7986 0.0021 85 133.1 38.7

DPSO [18] 4.7970 4.8100 4.8001 0.0033 152 123.4 48.3

CBO [18] 4.7995 5.1449 4.8548 0.0805 77 91.1 23.5

ECBO [18] 4.7989 4.8434 4.8139 0.0119 141 161.5 23.8

Fig. 7 Comparison of the average values of the reliability index obtained from the ICDE and iBA algorithms for the reinforced concrete beam problem
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Since the efficiency of iBA is superior compared to the 
standard algorithms such as GA, PSO, HS and BA [6], only 
the convergence histories of the ICDE and iBA are compared 
in Fig. 7. Each algorithm was run 100 times with a population 
size of 100. It can be seen that the convergence of iBA can 
be significantly dependent on the choice of the penalty coeffi-
cient. But the ICDE converges to an appropriate value of reli-
ability index without the need to perform fine-tuning of the 
parameters related to the handling of the constraint. In the next 
three sections, the structural problems containing non-normal 
distributed variables are considered.

4.3.4 Cantilever beam with concentrated load 
problem

A cantilever steel beam with span L and rectangular cross- 
section subjected to a concentrated load P at the end is studied 
in this example. The limit state function is [5]:

Where Z is section modulus and Fy is the yield stress. The 
random variables are defined in Table 14, and L is equal to 2 (m). 

Table 14 Random variables for the cantilever beam with concentrated load 
in example 3

Variables Distribution µ σ

x1 Fy (KN/mm2) Normal 0.32 0.032

x2 Z (mm3) Normal 1.4 × 106 70 × 103

x3 P (KN) Log-normal 100 100

The final results are presented in Table 15. It is observed 
that the optimal points obtained by ICDE, CSS and HL-RF are 
very similar.

Table 15 Results for the cantilever beam with concentrated load problem in 
example 3

ICDE CSS [5] HL-RF [34]

β 2.19109 2.191 2.192

Pf 0.01422 0.0142 0.0142

x1 0.30153 0.30152 0.3149

x2 1.38e+06 1.38e+06 1.38e+06

x3 208.1585 208.1585 208.2

4.3.5 Tower of a cable-stayed bridge problem
In this example, the behavior of a tower of a cable-stayed 

bridge constructed in France in 1977 along the longitudinal 
direction is studied [35]. As shown in Fig. 8, the tower is sub-
jected to a coupled axial force and moment.

Fig. 8 Model of the tower of a cable-stayed bridge

The limit state function of the bridge tower’s bending resis-
tance is defined as:

M, W, P and Q are the moment resistance of a section at the 
bridge tower foot, deadweight of the tower, vertical and hori-
zontal components of the forces of all stay cables, respectively. 
L and H are the height of the resultant force of the stay cables 
and the height of the bridge tower, respectively, and h is the 
height of the center of gravity of the tower which is equal to 
0.4H. The eccentricity, e, is expressed as:

Where E is the elastic modulus of the bridge tower and I is 
equivalent inertia moment. 

Furthermore, an additional  moment may  be occurred by 
vehicle loads and temperature variation. Here, this additional 
moment is equivalent to an additive horizontal force Q′. By 
replacing Q with Q′ in equation (23)

Table 13 Results for the reinforced concrete beam problem in example 3

ICDE iBA[6] BA[6] PSO [6] HS [6] GA[6] HL-RF [6] MCS [33]

β 2.3363 2.3493 2.7493 2.3668 8.1267 2.9222 2.3350 2.2900

Pf 0.0097 0.0094 0.0030 0.0090 2.206e-16 0.0017 0.0098 0.0110

x1 36.022 35.610 - - - - 36.230 35.500

x2 4.059 4.047 - - - - 4.056 4.000

x3 3.022 2.976 - - - - 2.970 3.110

x4 2430.02 2395.12 - - - - 2436.00 2408.50
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The parameters H, l, W and h are equal to 70.5 m, 47.4 m, 
1170 kN and 28.2 m, respectively. I, E, P, Q′, and M are random 
variables which are listed in Table 16.

Table 16 Random variables for the tower of a cable-stayed bridge problem in 
example 3

Variables Distribution µ σ

x1 I (m4) Normal 17.6 1.76

x2 E (kN/m2) Log-normal 4 × 107 3.2106

x3 P (kN) Normal 9.01 × 104 9.01 × 103

x4 Q’ (kN) Normal 2.12 × 103 3.18 × 102

x5 M (kN.m) Normal 2.6 × 105 3.09 × 104

For comparison, the results by ICDE and PSO based on the 
preference of the feasible solutions technique are provided in 
Table 17. It is seen that The ICDE results have a good agree-
ment with the literature. 

Table 17 Results for the tower of a cable-stayed bridge problem in example 3

ICDE PSO [35] 

β 3.4946 3.4950

Pf 0.000237 0.0002

x1 17.3713245 17.3711

x2 3.9548E+07 3.9547E+07

x3 9.1237E+04 9.1238E+04

x4 2.5585E+03 2.5585E+03

x5 1.3503E+05 1.3503E+05

4.3.6 Steel joint problem
The last example considers a highly nonlinear limit state 

function which is related to the stress distribution in a steel 
joint addressing elevated temperature and phenomena of 
fatigue. The limit state function is defined as [36]:

The random variables are listed in Table 18. For comparison 
purposes, the results by ICDE, iBA, Adaptive RSM (Response 
Surface Method) and RSM are provided in Table 19. It is 
observed that ICDE converges to those based on the sampling 
methods.

Table 18 Random variables for the steel joint problem in example 3

Distribution µ σ

x1 Log-normal 1.0440 0.31320

x2 Normal 0.7000 0.07000

x3 Log-normal 0.2391 0.09564

x4 Log-normal 1.011 0.15165

x5 Gumbel max 0.0005 0.0008

x6 Log-normal 1.802 0.7208

Table 19 Results for the steel joint problem in example 3  

ICDE iBA [6] Adaptive RSM [37] RSM [36]

β 2.3853 2.3907 2.3850 2.3870

Pf 0.00853 - - -

x1 -1.26794 -1.28324 -1.26700 -1.26700

x2 -0.64930 -0.63929 -0.65300 -0.65300

x3 -0.28157 -0.21808 -0.28300 -0.31100

x4 0.82320 0.79357 0.83100 0.89400

x5 0.99810 0.97959 1.01000 0.92200

5 Conclusions
In this paper, the first order reliability method is used to 

calculate the probability of failure. Since finding the MPP 
is a constrained optimization problem, in contrast to all the 
previous studies based on the penalty function method or the 
preference of the feasible solutions technique, in this study, 
the ICDE metaheuristic algorithm based on the multi-objec-
tive constraint-handling technique is utilized. Several exam-
ples are used to investigate the accuracy and efficiency of the 
ICDE. The optimum reliability indexes obtained by the ICDE 
are approximately identical to those yielded by the MCS in 
the literature, so the accuracy of the algorithm is verified. The 
comparison between the ICDE and the other metaheuristic 
algorithms based on the penalty function method shows that 
it has a reliable and acceptable performance. Based on the 
results, ICDE shows faster convergence rate than IRO, DPSO, 
CBO and ECBO in the process of finding the design point. 
Also, it can be seen from the statistical results that the per-
formance of the ICDE is superior to or at least quite competi-
tive with the all other methods for all considered problems. In 
addition, the ICDE is very easy to implement because there is 
no need to the time-consuming task of fine tuning of the pen-
alty parameters. According to the relatively fast convergence 
rate, low standard deviation from the mean value of the opti-
mum reliability index and ease of implementation, it can be 
expected that the proposed method would be a robust alterna-
tive to the penalty function based approaches for the reliability 
assessment problems in the future works.
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