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Abstract
This paper presents Artificial Neural Network (ANN) and Multiple Linear Regression (MLR) methods for predicting future daily water consumption values based on three antecedent records of water consumption and humidity forecast for a given day, which are considered as independent variables. Mean Absolute Percentage Error (MAPE) is obtained for different configurations of the input sets and of the ANN model structure. Additionally, sets of explanatory variables are enhanced with dummy variables indicating typical days: working day, Saturday, Sunday/public holidays. The results indicated the superiority of the ANN approach over MLR, although the observed difference in performance was very limited.
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1 Introduction
The magnitude of water demand results from a number of factor types, such as: socio-economic (number of customers, water price, ecological awareness of society); infrastructure (length of distribution network, number of connections, water quality, water losses [1]); economic (number and size of industrial facilities); and climatic (rainfall, temperature, humidity, evaporation). The climatic factor is gaining importance with the advent of more severe climate variability [2]. A number of forecasting approaches have been developed and implemented towards the needs of one-day-ahead forecasting of water consumption. So far, the models and methods have been extensively presented in [3]. Current research is focused on hybrid methods which combine Artificial Neural Networks (ANNs) with Wavelet Transform (WT) [4, 5] or ANNs coupled with Fuzzy Logic [6]. In general, a combination of different forecasting approaches is capable of extracting more information available for prediction; Wang, X et al. [7] found that hybrid models outperformed a classic, single-method approach.

At this point, it is worth mentioning that, for different forecasting models, different sets of input variables are used. Only a limited number of authors has focused exclusively on historical water demand as an input to their models [8, 9]. Instead, most models utilize meteorological variables such as temperature, evaporation or humidity [10, 11], or socio-economic variables, as in two papers: Firat et al. [12] who has also compared different ANN models; and [13], where stress was put on the identification of prominent explanatory variables in ANN models. The literature overview indicates that the current trend in water demand forecasting is concentrated on the development of novel methods which will enable more accurate forecasting. In many cases those new approaches are based on ANN. Therefore, the aim of this paper was not to create an utterly new method, but to compare results obtained from two popular models of ANN and MLR. The paper aims to verify the efficacy of those methods in the case of a relatively small urban unit. The city of Torun, which is representative of water and sewage management in Poland, was selected as the object of study.
2 Object of study

Torun is one of the oldest cities in Poland, with a very long and rich history. It is situated in northern central Poland on the Vistula River. Its current population is about 200,000, inhabiting an area of 115.75 square kilometres.

The history of water and wastewater network in Torun is almost as long as the city itself. Wooden pipes providing water to the city were put in operation at the beginning of the 14th century. Their existence has been proven by archeological works conducted in the city center. Some parts of this wooden pipes network has been replaced by iron pipes as late as the beginning of the 19th century.

Despite an intensive development of the waterworks, since 1990s a systematic decrease in consumed water has been observed. In the year 1990 (the second year of political transformation in Poland) the water usage in Torun was close to 45.6 km³, but nowadays it is as small as 23% of this value. To the main reasons of such drastic change one may account:

• a political and economic transformation which led to decommissioning of a multitude of industrial facilities in the whole country but also in Torun,
• the waterworks company has changed its charging method – which now will be based on reading from water meters,
• a systematic increase of water prices for individual and industrial consumers,
• ecological awareness-raising campaigns,
• dissemination of modern water saving households appliances in form of washing machines or dishwashers.

In recent years there has been a dynamic development of the length of the waterworks, which currently amounts to 549.2 kilometres (in the year 1990 it was a mere 189.5 kilometres) [14]. As indicated, the significant increase in the length of the water supply network, and hence also the number of new customers, did not translate into halting or reversing the trend of declining water consumption. The previously mentioned factors reducing the demand for water in the city were much more important and the emergence of new customers did not compensate for the decline caused.

3 Materials and Methods

The data used to water demand forecasting was obtained directly from water company Toruńskie Wodociągi LLC and covered the years 2011–2013, totalling 1,096 records. The mean daily water consumption over this period was 36,495 m³. Note the increase in water demand during the summer months (see Fig. 1) and the decreasing overall trend of water consumption over this three-year period. Because this study focusses on creating day-ahead forecasts, a detrending procedure was used on a raw water consumption data set prior to the model construction. Detrending was performed by means of Matlab software’s inbuilt function \( y = \text{detrend}(x) \). Additionally, as a part of data pre-processing, all values were normalized to a 0–1 range.

Values for meteorological parameters were obtained from IMGW (the Institute of Hydrology and Water Management). Their impact on water consumption has been assessed on the basis of their correlation coefficient (Table 1). Only humidity has a theoretical impact on water consumption (Pearson correlation: –0.413). Thus, the remaining variables (temperature, rainfall and wind speed) where not considered as a part of the input sets for either ANN or MLR models. The value of the Pearson correlation for humidity and water consumption was then used as a threshold for assessing the significance of other explanatory variables. In practice it meant that only those antecedent volumes of water consumption whose correlation coefficient with water consumption exceeded –0.413 in absolute terms were used as part of the input set. Calculations have shown that \( t–1, t–2 \) and \( t–3 \) values \( (t–1 \text{ and so on are historical water consumption values, here } t–\text{refers to one day earlier) of water consumption exhibit, respectively, a } 0.696, 0.544 \) and 0.440 correlation with water demand in the period \( t \).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Correlation coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Temperature</td>
</tr>
<tr>
<td>Water consumption</td>
<td>0.242</td>
</tr>
</tbody>
</table>

A mean daily water consumption over the typical week in considered water system exhibits significant variability (Fig. 2). In Torun the lowest water demand can be observed during Sunday and public holidays (PH). This led to the conclusion that dummy variables should be included informing the model of what kind of day a given forecast will be performed for. Accordingly, working days (Monday–Friday) were tabbed with "1", Saturdays with "2" and others with "3". Analysis of the annual variability of monthly water consumption has shown that it remains at the same level from January to April, then reaches its peak in May and exhibits a decreasing tendency till November, before picking up again in December. A procedure of assigning dummy variables, similar to that used for days, was performed, i.e., January = 1, February = 2, and so on.
To sum up, the ANNs and MLR input sets consisted of three antecedent values of water consumption, meteorological variable (humidity) and two subsets of dummy variables denoting recognized day pattern and month.

The subdivision of data into training, validation and testing subsets (as required by the ANN creation approach) is an open research question [15, 16]. In this paper, an approach based on integer programming was applied (which is, to our knowledge, a novelty). The assumption was that the ratio of number of training, validation and testing subsets should be 70:15:15, and subsets’ mean and standard deviation must be equal. This sort of model validation and testing subsets should be 70:15:15, and subsets’

mean and standard deviation must be equal. This sort of model validation and testing subsets will remain at the desired ratio. Subsequent formulas guarantee that subsets will have the same mean (3–4) and standard deviation (5–6). Execution of the presented model divided the set into a training set with 767 records, a validation set with 165 records and a testing set with 164 records. During the feasibility problem solving not all constraints (1–2) were satisfied, but the resulting sets were equal in terms of mean and standard deviation.

The MLR and ANNs models were constructed in MS Excel and Statistica Software, respectively. The procedure for MLR creation is a well-known concept and has been thoroughly described in [17]. MLR models are perceived as a complicated curve-fitting exercise.

A more recent concept of Artificial Neural Networks is presented in detail in [18]. One of the most controversial issues when it comes to the creation of ANN models is the selection of the number of neurons in the hidden layer [19, 20]. According to [21], a greater number of neurons in the hidden layer may lead to an ANN model which is capable of solving a problem faster, but not always more accurately. In general, the procedure for ANN model creation should start with a smaller number of neurons in the hidden layer which is gradually increased whilst monitoring the results. Shibata and Ikeda [22] proposed a simple formula for this problem; the minimal number of neurons in a hidden layer is equal to the root of the product of the number of neurons in the input and output layers, while the maximal number is equal to three times the minimal number plus one.

The second issue is the selection of transfer functions. Here, four different activation functions were considered, namely: linear, logistic, hyperbolic tangent and exponential. As a result, including the ANN model, where the input set consisted of humidity, three antecedent water consumption levels and dummy variables (19 neurons in input layer) and the models without humidity in the input set (18 neurons in the input layer), a total of 176 ANN architectural configurations were considered.

In both cases, the number of neurons ranged from 4 to 14 in the hidden layer, while there was one in the output layer, and four different activation functions were considered for the input and output layers. According to combinatorics principles it gives: $11 \times 4 \times 4$ configurations of architecture. Based on the Statistica Software’s inbuilt capabilities, ANNs were trained based on the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm and their performance during the creation process was assessed based on the sum of the square of errors. This study considered only the Multi-Layer Perceptron (MLP) type of ANNs models, due to its popularity [23, 24] and appreciation in the area of forecasting. As a stopping condition (criteria) during the ANN model creation procedure a minimal change in forecasting error was used. To continue the learning process the change in error should be greater than 0.000001% otherwise the process will be stopped.

In order to assess the forecasting performance of the models created, a mean absolute percentage error (MAPE) (7) criterion was used, where $W_j$ refers to observed water consumption and $W_j^*$ is predicted water consumption, both during day $j$. This criterion was applied only to testing subsets.

Equations (1) and (2) ensure that the numerousness of training, validation and testing subsets will remain at the desired ratio. Subsequent formulas guarantee that subsets will have the same mean (3–4) and standard deviation (5–6). Execution of
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\[ \text{MAPE} = \frac{1}{n} \sum_{j=1}^{n} \left| \frac{W_j^* - W_j}{W_j} \right| \]  

where: \( W_j^* \) – modelled discharge in day \( j \) (here water used in waterworks), \( W_j \) – observed discharge, \( \bar{Q}_o \) – is the mean of the observed discharges.

Nash–Sutcliffe efficiency ranges from \(-\infty\) to 1. An efficiency of \( E = 1 \) translates into a perfect match of modelled discharge to the observed one. An efficiency of \( E = 0 \) means that the model predictions are as accurate as the mean of the observed data, whereas an efficiency \( E < 0 \) occurs when the observed mean is a better predictor than the considered forecasting model.

Apart from MAPE and E criteria, the ANN and MLR models have been compared to the forecasting performance of two naïve methods. Namely, using previous day or the same day in the previous week as the forecasted values.

### 4 Results and discussion

Based on the chosen performance criterion (MAPE), the two ANN and MLR models with the lowest MAPE values were selected. Their characteristics/equations are presented in Table 2. Additionally, in Table 2 one can observe that the testing performance for ANN models, calculated as a Pearson coefficient, indicates that a model with an additional explanatory variable (humidity) performed better than one without it.

Calculated values of the MAPE criterion for all models based on testing subset values indicated that the performance of ANN and MLR approach was similar. The lowest value was obtained by the ANN_H model and amounted to 2.28%, whereas the highest was for an ANN model without humidity as an explanatory variable and was equal to 2.69%. The two remaining models performed as follows: MLR_H – 2.49% and MLR – 2.56%. These results indicate that, in general, models with the additional meteorological variable performed slightly better than those without it.

A more detailed results analysis focused on error values within a given type of day and month. As can be seen in Fig. 3, the ANN_H model is superior to the three others. Interestingly, the application of humidity as part of the explanatory variables set for working days and Saturdays significantly improved the results of ANN models, while this phenomenon is not observed for MLR models during Sundays and public holidays (PH). Similarly, (see Fig. 4 and 5), the ANN_H model outperformed other models from the perspective of MAPE criterion within selected months, with the exception of January, where ANN and MLR proved to be more accurate.

**Table 2 General description of forecasting models**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>19-6-1</td>
<td>0.871</td>
<td>0.874</td>
<td>0.894</td>
<td>BFGS 62</td>
<td>Log</td>
<td>Exp.</td>
<td></td>
</tr>
<tr>
<td>MLR_H</td>
<td>18-7-1</td>
<td>0.779</td>
<td>0.816</td>
<td>0.837</td>
<td>BFGS 13</td>
<td>Log</td>
<td>Linear</td>
<td></td>
</tr>
<tr>
<td>MLR</td>
<td>10-11-12</td>
<td>0.816</td>
<td>0.837</td>
<td>0.857</td>
<td>BFGS 13</td>
<td>Log</td>
<td>Linear</td>
<td></td>
</tr>
<tr>
<td>ANN_H</td>
<td>19-6-1</td>
<td>0.871</td>
<td>0.874</td>
<td>0.894</td>
<td>BFGS 62</td>
<td>Log</td>
<td>Exp.</td>
<td></td>
</tr>
</tbody>
</table>

Where: \( W_{j,1}^{*}, W_{j,2}^{*}, W_{j,3}^{*} \) – water consumption from three antecedent days, \( H_j \) – humidity at day \( j \), \( b_{1,j}, a_{1,j} \) – dummy variables. ANN_H and MLR_H stand for models which used humidity as an additional variable in input set, BFGS 62 stands for Broyden–Fletcher–Goldfarb–Shanno which solved the weights vector optimization problem after the 62nd iteration.

The conducted research indicates that an ANN approach is marginally superior to MLR models. However, all ANN and MLR models are superior to naïve method based on the previous day or the same day from the previous week. Respectively, calculated MAPE values were slightly above 4% and close to 5.5%. In the case of the Nash–Sutcliffe statistic the ANN model using humidity as an additional explanatory variable has a highest E value of 0.753. It does not indicate a perfect match between observed and modelled phenomena and shows that there may exist explanatory some variables which may improve forecasting accuracy. The second highest values of the E criterion was observed in case of a MLR considering humidity (\( E = 0.702 \)). Models which did not use humidity exhibited similar forecasting performance in terms of Nash-Sutcliffe statistic. Respectively, 0.660 for an ANN model, 0.678 for...
a MLR model and 0.658 for naïve method considering the previous day. By considering only this statistic we can see that the performance of more sophisticated models (ANN and MLR) is not significantly greater than that from a naïve method. But it terms of the MAPE criterion there are superior. At the end it is worth to add that the naïve method considering the same day from the previous week exhibited very weak performance in terms of Nash-Sutcliffe statistic and its E value was 0.351.

By considering only this statistic we can see that the performance of more sophisticated models (ANN and MLR) is not significantly greater than that from a naïve method. But it terms of the MAPE criterion there are superior. At the end it is worth to add that the naïve method considering the same day from the previous week exhibited very weak performance in terms of Nash-Sutcliffe statistic and its E value was 0.351.

Fig. 4 Values of MAPE within a given month

Fig. 5 Scatter plot for ANN_H model for testing subset

What is more, in the case of universal models (i.e., those created for a whole year) the application of the additional meteorological variable slightly improves model performance. The usage of humidity parameter seems to be an important from several reasons. It provides a direct information about the water deficit in the air which is especially important during hot summer days when garden and lawns watering is comment. Additionally this parameter is commonly available, since it is being measured at a majority of meteorological stations. Based on that, it seems that humidity is a sound alternative to evaporation for which estimation various formulas and several other meteorological parameters are used. However, this study assumed that humidity, which is unknown prior to day j, can be forecasted with 100% accuracy. Taking into account errors in weather forecasts may remove the positive effect of using this variable in water demand forecasting.

The analysis showed that ANN is a suitable method for forecasting water demand in a small city. This confirmed the results of research conducted by other academics for greater cities in various climate zones [11, 13]. The main difference is the structure of input variables sets. In the case of Torun, all meteorological variables except humidity turned out to be irrelevant. This is a result of the local climate. One good example is precipitation, which is characterized by significant variability on a quantitative and temporal scale. The major volume of rainfall occurs in the spring-to-summer months, but is delivered in relatively short and intensive events [26]. Therefore, the consumption of water for watering lawns or gardens is significantly distorted.

Forecasting water demand in a smaller city seems to be a more complicated task than in multi-million population cities. This results from the short-term dynamics of water consumption resulting from population mobility. Short trips out of town may significantly change water demand. In Torun these mainly occur during public holidays (family holidays) and during favourable weather in summer. On such days, water consumption may decrease by several dozen percent. In greater cities, the fluctuations in water-consuming population are greater in absolute terms but in percentage terms are relatively minor.

The ability to accurately forecast water demand is important from the perspective of all waterworks. The full equipment (both used to water treatments and delivery) readiness contributes significantly to the water price. Therefore, waterworks should have access to detailed and accurate water demand forecast. Short-term forecasts (hours, days) are used mainly to ensure an effective operation of the waterworks system and especially in order to minimize the time when the water is stored in pipelines and reservoirs. What directly translates into its quality [13].

In the case of Torun and other Polish cities, this is particularly important due to a declining tendency in water demand, as observed over recent years. In consequence, the hydraulic conditions in the water distribution system have changed and this is a serious threat to water quality which could change seasonally [27]. The application of accurate forecasting models allows the optimization of the water distribution process, assuring its appropriate quality whilst minimizing the occurrence of failures and risk [28] as well as increasing the reliability of the whole water supply system (from water intakes to households) [29, 30].

This paper presents an approach based on two forecasting methods. Their selection resulted not only from their performance as highlighted in previous papers, but also from their applicability in various cities [31]. The plethora of methods which appeared in the literature makes it very hard to point out the most accurate one. However, it seems that the precision obtained by the ANN approach is sufficient for practical application.

5 Conclusions

Two modeling strategies are employed in this paper to forecast water demand in Torun’s waterworks system, where the models comprise Multi-Linear Regression and Artificial
Neural Networks. For both strategies, the same sets of input variables were used in order to single out the most effective approach to forecasting over a given period. The ANN model proved to be superior to the MLR approach; however, the difference in terms of MAPE criterion was very limited. This study also presents a novel approach to the division of sets into testing, training and validation subsets. Future studies should focus on analyzing the impact of humidity-forecast accuracy on water-demand predictions.

The results obtained in this research have been presented to the people responsible for managing Torun Waterworks Company. However, the potential economic benefits of improved water demand forecasts have not been estimated so far. Therefore, further works are needed in order to develop precise models for medium and long term water demand forecasting (months, years). Such forecasts may deliver an important information which will impact the company operational decisions or even its strategy for future. What is more, a detailed knowledge about the future event facilitates the creation of company internal and external investment policy.

Because water demand shows a decreasing trend in Torun, it is important to accurately predict its real level. The conducted analysis confirmed the good accuracy of ANN and slightly lesser accuracy of MLR models. However, both those approaches were superior in comparison to a benchmark approach (previous day or the same day in the previous week as the naïve forecast).

The applied in this paper forecasting methods can be also used for different parts of the water and wastewater system in each city. It is especially important in case of the volume of wastewater which is delivered to the wastewater treatment plants or the changes of the water pressure in pipelines. In both cases accurate forecasts can provide important information for people involved in various decision making processes.
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