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Abstract

In this paper modal decomposition of the deformations of thin-walled structural members are discussed. Modal decomposition is a 

process which separates the characteristic behavior modes. If applied in buckling analysis, modal decomposition makes it possible 

to analyze pure global or pure distortional buckling or pure local-plate buckling. Ability to calculate critical loads to a pure buckling 

mode is highly useful in the design of thin-walled structural members, such as cold-formed steel beams or columns. Cold-formed steel 

profiles are always produced with rounded corners, and earlier studies showed that the now-used modal decomposition techniques 

of the constrained finite element method and generalized beam theory fail to lead to reasonable results if the rounded corners 

are directly modelled in the analysis. An extension to the constrained finite strip method is proposed and discussed. The proposal 

introduces rigid corner elements, which make it possible to perform the modal decomposition by the same process used for members 

with sharp corners, even if the rounded corners are directly modelled. The formulation of the proposal is summarized, then the rigid-

corner approach is studied by an extended parametric study.
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1 Introduction
A widely used engineering approach to complex problems 
is to interpret the complex problem as a combination of 
simpler ones, since the simpler problems are typically eas-
ier to understood, can be described by fewer parameters, 
and there is better chance to find practically usable math-
ematical models to describe them. In accordance with this 
engineering attitude, it is common to interpret the behav-
ior of a thin-walled structural member as the superpo-
sition of global (G), distortional (D), local (L) and other 
(O) deformation modes, which last O class is sometimes 
further subdivided into shear (S) and transverse exten-
sion (T) modes. If the beam or column member is sub-
jected to (axial) compressive stresses, buckling is crucially 
important, hence, it is usual to distinguish global buck-
ling (e.g., flexural buckling or flexural-torsional buckling 
of columns, or lateral-torsional buckling of beams), dis-
tortional buckling or local buckling (e.g., plate buckling, 

shear buckling, etc.) The specific deformation or buckling 
modes can be studied via the modal decomposition. 

The underlying mathematical procedure of modal 
decomposition is a transformation of base system. Today 
discretization methods are widely used, where the trans-
formation of the base system practically means that modal 
degrees of freedom are employed instead of the classical 
nodal degrees of freedom. This transformation has var-
ious potential advantages. It makes possible to signifi-
cantly reduce the number of degrees of freedom (DOF) in 
a general (e.g., first- or second-order static) analysis. It also 
makes possible to perform an analysis for a specific defor-
mation class, e.g., to have buckling solution specifically 
for global or local-plate modes. Moreover, base system 
transformation makes possible to perform modal identi-
fication, i.e., to assign participation percentages from the 
mode types to any general deformation mode.
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Today there are essentially two numerical techniques 
with modal decomposition abilities for thin-walled mem-
bers. One is the generalized beam theory (GBT), see e.g. 
[1–3], which is evolved from a classic thin-walled beam 
theory to a numerical method which can solve prac-
tically the same problems that can be solved by a shell 
finite element calculation. The other technique is a con-
straining technique that applied first to the semi-analytical 
finite strip method (FSM), leading to the so-called con-
strained finite strip method (cFSM), see e.g., [4–9], then 
more recently extended to shell finite element method, 
leading to the so-called constrained finite element method 
(cFEM), see [10–13]. It is a common feature of both alter-
native techniques that the modal decomposition is prob-
lematic if the member model includes narrow, nearly par-
allel flat parts (e.g., strips), which might be the case if 
rounded corners or small stiffeners are directly modelled 
by approximating them with multiple narrow strips. The 
problem is that though the base system transformation can 
technically be completed even in these cases, the distinc-
tion of local(-plate) and distortional deformation modes 
fails to comply with the engineering expectations. The 
case of rounded corners is especially pronounced in the 
practice, since cold-formed steel members, which are one 
of the most typical structural engineering applications of 
thin-walled structural members, are always produced with 
rounded corners due to technological reasons.

The problem of modal decomposition in members with 
rounded corners has been identified in [14–15]. In [16–
19] some practical solutions have also been proposed for 
how to utilize the advantages of modal decomposition in 
the buckling design of members with rounded corners. 
However, in these proposals the modal decomposition is 
completed on sharp-corner member models only. Later, 
in [20–21] two approaches have been introduced for the 
real modal decomposition of rounded-corner members by 
using special versions of cFSM: though some proof-of-
concept examples are presented, no detailed studies have 
been presented. In this current paper the in-depth analysis 
of the so-called rigid-corner approach is provided.

2 Problem statement
2.1 FSM and cFSM 
The finite strip method (FSM) is a shell-model-based dis-
cretization method [22–23]. By utilizing longitudinal reg-
ularity, a common characteristic in thin-walled members, 
FSM requires a significantly smaller number of degrees of 
freedom (DOF) than the shell finite element method (FEM). 

Fig. 1 Finite strip discretization, degrees of freedom

Members are discretized into longitudinal strips as shown 
in Fig. 1. Note, Fig. 1 illustrates the nodal displacements for 
the simplest longitudinal shape functions, as given in Eqs. 
(1–5), with m = 1.

Within a strip, local in-plane (u, v) and out-of-plane 
(w) displacement functions are expressed as the product 
of longitudinal and transverse shape functions. The lon-
gitudinal shape functions are trigonometric functions, 
while the transverse shape functions are classic linear or 
cubic polynomial functions. With using the simplest lon-
gitudinal trigonometric functions, the displacements are 
approximated as follows.
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where a is the member length, and b is the strip width. 
The above formulae represent locally and globally pinned 
boundary conditions at both member ends. Other end 
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restraints can also be handled, but the longitudinal trig-
onometric shape functions must by changed accordingly. 
For more general restraints, function series are necessary. 

By using the above interpolations various classical 
engineering problems can readily be handled, including 
first- or second-order static analysis, vibration analysis, 
etc. However, the most popular application of the method 
(in case of thin-walled cold-formed members) is the linear 
buckling analysis, as in CUFSM software [24]. The calcu-
lation of buckling loads and corresponding buckled shapes 
require the solution of an eigen-value problem as follows:

KeΦ – ΛKgΦ = 0 (6)

where Ke and Kg are the elastic and geometric stiffness 
matrices, respectively, the size of which is 4n by 4n, where 
n is the number of nodal lines. The stiffness matrices can 
be compiled from the elementary stiffness matrices of the 
strips, as usual in finite element or finite strip method. The 
solution of the eigen-value problem leads to

Λ = diag[λ1  λ2  λ3 ... λ4n] (7)

Φ = [Φ1  Φ2  Φ3 ... Φ4n] (8)

where λi is the critical load multiplier and ϕi is the mode 
shape vector (i = 1...4 × n). It is to note that most usually 
the necessary DOF number is fairly small, and the stiff-
ness matrices have block diagonal structure, which makes 
the FSM calculation extremely time-efficient. 

The constrained FSM (cFSM) is an extension to FSM 
that uses equations to enforce or classify deformations to 
be consistent with a desired set of mechanical criteria. The 
cFSM constraints are inspired by structural engineering 
practice, in which it is useful to be able to formally catego-
rize deformations into deformation classes such as global, 
distortional, local, or other. Specifically, any FSM displace-
ment field d, including an eigen-buckling mode ϕi, may be 
constrained to any deformation space (or mode space) M via:

d = RMdM (9)

where RM is a constraint matrix, and M might be, e.g., G, 
D, L, etc., or any sub-classes of G, D, L, etc..

Modal decomposition of the eigen-buckling solution is 
completed by applying the RM constraint matrix for the 
given M space, the columns of which can be interpreted as 
base vectors for the given space. Introducing Eq. (9) to Eq. 
(6), we get a constrained eigen-value problem:

RM
TKeRMΦM – ΛMRM

TKgRMΦM = 0 (10)

KeMΦM – ΛMKgMΦM = 0 (11)

where KeM and KgM are reduced-size elastic and geomet-
ric stiffness matrices for the eigen-buckling solution con-
strained to space M.

The modal decomposition in cFSM is based on sim-
ple mechanical criteria, summarized in Table 1. It is to 
note that some further criteria are practically necessary to 
have the constraint matrices, e.g., to enforce orthogonal-
ity between certain deformation spaces. These questions 
are discussed in detail in earlier publications [2–4]. It is 
also to mention that more refined version of the mechan-
ical criteria of Table 1 has already been proposed [8–9], 
which is necessary in case of general cross-sections (e.g., 
cross-sections with closed parts). 

Since the aim of this actual paper is to discuss the effect 
of rounded corners, and since rounded corners are the char-
acteristic features of cold-formed steel members, which are 
mostly open sections, here it is enough to consider the orig-
inal, simpler mode definition table, as in Table 1.

2.2 Illustration of the problem of rounded corners in 
modal decomposition
A typical appearance of thin-walled members is cold-
formed steel, when the members are bended from thin flat 
sheets. A very basic characteristic of cold-forming process 
is that the corners of the final products are rounded. When 
such a member is modelled and analyzed by FSM, a rea-
sonable approach is to use multiple (very) narrow strips for 
the corner area in order to smoothly approximate the real 
geometry of the member. While this way of directly con-
sidering the rounded corners leads to accurate results in 
case of an unconstrained FSM analysis (i.e., first- or sec-
ond-order analysis, or linear buckling analysis), it causes 
trouble in constrained FSM. 

The problem of rounded corners is illustrated by some 
numerical examples. Pinned-pinned column members with 
a C-shaped cross-sections subjected to uniform compres-
sion are studied. Three cases are mentioned here, in each 
case the cross-section is: 160-60-15, (i.e., web depth is 160 
mm, flange width is 60 mm, and lip length is 15 mm,) but

Table 1 Mechanical criteria for mode classes in cFSM

mechanical criteria G D L S/T

εx = ∂u/∂x = & γxy = ∂u/∂y + ∂v/∂x = 0 Yes Yes Yes No

v ≠ 0 & transverse equilibrium Yes Yes No -

κx = ∂2w/∂x2 = 0 Yes No - -
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the thickness and the corner radius is varying. In the first 
case the corner radius is 2 mm, the thickness is 1.0 mm 
(therefore, the case is marked as: 160-60-15-2-1.0), in the 
second case the corner radius is 4 mm, the thickness is 1.5 
mm (marked: 160-60-15-4-1.5), while in the third case the 
corner radius is 6 mm, the thickness is 2.0 mm (marked: 
160-60-15-6-2.0). The middle case represents a typical 
practical case, while the first and third case an unusually 
small or unusually large corner radius, respectively. The 
problems are solved in various options, calculating the 
lowest critical stress. The options are: with and without 
considering the rounded corners, and with applying vari-
ous modal constraints: pure G, pure D, and pure L critical 
load values are obtained by enforcing G, D or L deforma-
tion modes, respectively, while all-mode critical load value 
is calculated by using all the modes. This latter all-mode 
solution, therefore, is equivalent with the unconstrained 
solution (i.e., when modal constraint are not enforced).  

In Fig. 2 the critical stress are plotted against the buck-
ling length, where buckling length is interpreted as the 
length of the characteristic half-wave length of the buck-
led shape. (This type of plot is also referred as to signature 
curve of the cross-section.) It is to note that for the assumed 
shape functions with m = 1, see Eqs. (1)–(3) the buckling 
length is equal to the member length, hence the terms 
"length", "buckling length" and "member length" will be 
used hereafter as synonyms. In the figure the 160-60-15-4-
1.5 problem is shown: all-mode (i.e., unconstrained) solu-
tions for sharp-corner and rounded-corned models, as well 
as the pure-mode solutions for the sharp-corner cases. As 
it is well-known, and also obvious from the figures, for 
short lengths the local buckling governs, for long lengths 
global buckling governs (in this case: flexural and/or flex-
ural-torsional buckling), while for intermediate lengths 
distortional buckling governs. It is also observable that 
the direct consideration of rounded corners does not mean 
any significant change in the critical values, independently 
of the buckling length. Finally, the figure also illustrate 
the common knowledge (and engineering expectation) 
that pure mode critical values are typically larger, but 
only slightly larger than all-mode critical values, where 
"slightly larger" means a maximum few percentage for L 
and G cases, while 10–30% for D cases. (It is to note that 
the calculation is performed with zero Poisson’s ratio, in 
order to avoid the artificial increased stiffness of G and 
D modes due to restrained transverse contraction, as dis-
cussed in [25–26].)

Fig. 2 Typical signature curves.

Fig. 3 Pure mode solutions for sharp and rounded models, member 
160-60-15-2-1.0.

Fig. 4 Pure mode solutions for sharp and rounded models, member 
160-60-15-4-1.5.

Fig. 5 Pure mode solutions for sharp and rounded models, member 
160-60-15-6-2.0.

If pure-mode curves are calculated for rounded-cor-
ner models by simply following the cFSM procedure (as 
summarized in Section 2.1), the solutions fail to com-
ply with the engineering expectations. Pure-mode solu-
tions are shown in Figures 3–5, both with sharp-corner 
and rounded-corner models. While G solutions show the 
expected tendency, L and D solutions have shown strange 
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tendencies. One strange phenomenon is that pure L crit-
ical values of rounded-corner models are too large w.r.t. 
their sharp-corner counterparts. Another strangeness is 
that the pure D curve has two minimums: one in the L 
region (where it is not expected), another one in the D 
region (where it is expected), but even in this latter case 
the calculated minimal D critical stress with the rounded 
corners is unexpectedly lower compared to the similar D 
critical stress with the sharp corners. As the figures prove, 
the above phenomena are essentially independent of the 
actual corner geometry; it exists when the corner radius is 
unusually small or large.

In Tables 2–4 some critical stress values are also com-
pared for selected buckling lengths. Three lengths are 
selected from the L region: one very small one (i.e., 10 
mm), a second one at the L minimum, and a third one which 
is the largest length where L is the governing buckling type. 
Three lengths are selected from the D region, too: the first 
one is the smallest length where D type governs, the sec-
ond one belongs to the D minimum, while the third one is 
the largest length where D governs. Finally, three lengths 
are selected for G modes, too: the first one is the smallest 
length where G governs. The third one is a very large length 
(10 000 mm in our cases), while the second one is a moder-
ately large length where G governs. It is to understand that 
most of these lengths are dependent on the actual problem 
(i.e., geometry, loading). It is also to note that from practical 
point of view the second L and second D length are the most 
important ones out of the L and D lengths, respectively.

The numerical values of the critical loads prove that 
there is little difference between the sharp-corner and 
rounded-corner models if modal constraints are not 
applied, independently of the length. This is also true 
for the G region even if pure-mode solutions are calcu-
lated. However, pure-mode critical stresses in the L and 
D regions seem to be incorrect whenever the rounded cor-
ners are directly modelled. For example: the difference 
between sharp and rounded corner critical values at the 
D minimum is 1–3% in all-mode calculations, but as large 
as 10–20% in pure-mode calculations. Or, the difference 
between all-mode and pure-mode calculations at the L 
minimum is less than 1% if the corners are sharp, but can 
be as large as 30–50% if the corners are rounded.

The problem is visible from the buckled shapes. In Fig. 
6 possible pure-L buckled shapes are shown for a C-section 
with a relatively large corner radius. In Fig. 6a) the well-
known deformed cross-section is shown for the (lowest) 

Table 2 Comparison of critical stresses calculated in various options, 
160-60-15-2-1.0

Mode
length

sharp 
corner

rounded 
corner

sharp 
corner

rounded 
corner

class all mode all mode pure mode pure mode

(mm) (MPa) (MPa) (MPa) (MPa)

L 10 1741 1741 1741 1743

L 125 37.79 38.03 37.87 51.54

L 400 105.2 105.7 134.5 255.8

D 500 114.8 114.7 167.0 136.8

D 800 115.1 115.5 129.4 123.1

D 1500 201.7 202.7 252.0 248.0

G 1750 218.5 217.9 266.8 264.9

G 3000 93.72 93.15 94.13 93.52

G 10000 10.55 10.42 10.56 10.42

Table 3 Comparison of critical stresses calculated in various options, 
160-60-15-4-1.5

Mode
length

sharp 
corner

rounded 
corner

sharp 
corner

rounded 
corner

class all mode all mode pure mode pure mode

(mm) (MPa) (MPa) (MPa) (MPa)

L 10 3918 3919 3918 3922

L 125 84.79 86.26 85.20 122.9

L 300 158.7 161.2 188.4 374.8

D 400 182.6 182.1 271.5 215.6

D 600 180.6 180.8 207.2 193.6

D 1250 315.2 317.2 404.8 404.1

G 1500 328.5 324.7 367.4 361.6

G 3000 100.1 98.80 100.3 99.03

G 10000 10.56 10.27 10.56 10.28

Table 4 Comparison of critical stresses calculated in various options, 
160-60-15-6-2.0

Mode
length

sharp 
corner

rounded 
corner

sharp 
corner

rounded 
corner

class all mode all mode pure mode pure mode

(mm) (MPa) (MPa) (MPa) (MPa)

L 10 6965 6968 6965 6976

L 125 150.2 155.1 151.5 232.0

L 300 249.0 251.5 335.0 727.8

D 400 257.4 255.1 332.4 283.5

D 500 255.3 254.8 297.0 273.4

D 1000 404.9 411.7 495.8 500.2

G 1250 446.0 440.0 532.5 518.5

G 2500 147.7 144.7 148.2 145.1

G 10000 10.56 10.11 10.56 10.11
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local buckling mode of a C-shaped member, (due to con-
centric axial compression,) if the member is modelled with 
sharp corners. If a similar cFSM buckling analysis is per-
formed on a member modelled with rounded corners, the 
buckled cross-section shape is different, as shown in Fig. 
6b). The buckled shape in accordance with the engineer-
ing expectation is presented in part c) of the figure.

The above described phenomenon is a direct conse-
quence of the applied mode definitions. As mentioned 
earlier: nodal lines at corners (i.e., intersection of two 
non-parallel strips) can and do displace in D modes, while 
do not displace in L modes. If the rounded corners are 
modelled by multiple narrow strips, there are multiple cor-
ner nodes at each real corner, the displacement of all of 
them being prevented in L modes. That is why the whole 
corner zones in Fig. 6b) are practically undeformed. On 
the other hand, small nodal displacements of the nodal 
lines in the corner zones are necessary in order to get a 
buckled shape shown in Fig. 6c), i.e., a buckled shape that 
is expected and desired from practical engineering aspect.

2.3 Aim, outline
The aim here is to develop an approach in which the 
rounded corners are directly modelled, but still, if modal 
decomposition is applied, the buckling results satisfy the 
engineering expectations. Two alternatives are worked 
out: (i) approach with rigid corners and (ii) approach with 
elastic corner. Both methods have been introduced and 
presented in scientific conferences [20–21], but in these 
earlier papers proof-of-concept examples are presented 
only. In the current paper the in-depth analysis of the rig-
id-corner approach is provided. First some selected exam-
ples are carefully studied. Then, a parametric study is 
completed: large number of lipped channel column mem-
bers are considered covering a wide range of possible 
cross-section geometries, buckling problem is solved with 
and without considering the rounded corners, and with 
and without applying modal constraints, then the results 
are evaluated.

3 cFSM with rigid corner elements
3.1 Summary of the method
The rigid-corner approach, which is employed here, is 
developed to eliminate the problem of modal constraints 
when applied to members with rounded corners. An 
important aspect in the development of the proposal was 
to keep the original mode definition criteria (see Table 1), 
at least for the flat parts of the member, in order to avoid 

a)                                  b)                                  c)

Fig. 6 Cross-section deformations for various L buckling modes

discrepancy between the sharp-corner and rounded-corner 
modal decomposition methods. Since the problem is due 
to the combination of assumed mechanical criteria and the 
narrow strips in the corner area, and since the mechanical 
criteria are intended to keep unchanged, somehow the nar-
row strips must be eliminated. The elimination of multiple 
narrow strips can be completed by defining and applying 
specific constraint for the corner nodes, which process can 
reduce the original DOF (of the rounded-corner model) 
to DOF similar (or even identical) to that of a sharp-cor-
ner model. Though various such constraining techniques 
might exist for the corners (see e.g. [21]), here the sim-
plest is used: corner nodes are assumed to be rigidly con-
nected to the (theoretical) corner point. In other words, the 
strips in the curved corner area are assumed to behave as 
a classical Euler-Bernoulli beam (i.e., without shear defor-
mations), with a cross-section identical with the rounded 
corner and with a reference line defined at the theoretical 
corner line (i.e., intersection of the planes defined by the 
wider flat plates). The approach is illustrated in Fig. 7.

Mathematically, we are doing a DOF reduction by using 
the equation as follows: 

dround = Rcdsharp (12)

where dround is the displacement vector for the model with 
rounded corners, dsharp is the displacement vector for the 
model with sharp corners, and Rc is a constraint matrix for 
the rounded corners.

As soon as the displacement DOF correspond to that of 
the sharp-corner model, the "classical" modal decomposi-
tion can be performed. Thus, displacements can further be 
constrained into an arbitrary M mode, by applying Eq. (9) 
then (12), as follows:

dround = RcRMdM (13)

where the matrix RcRM contains the (modal) displace-
ments of the sharp-corner model that satisfy the mechani-
cal criteria of mode M. 
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When, for example, the modal constraints are applied in 
linear buckling analyses, the reduced elastic and geometric 
stiffness matrices need to be used in solving the general-
ized eigen-value problem of Eq. (6), which will take the 
form as follows: 

RM
TRcTKeR

cRMΦM – ΛMRM
TRcTKgR

cRMΦM = 0 (14)

It is to underline that in the above equation Ke and 
Kg stiffness matrices are defined in the rounded-corner 
model, therefore the effect of rounded corners is directly 
included in the above solution.

3.2 Derivation of constraint matrix for the rigid corner
First, let us consider one single corner element. It is rea-
sonable to assume that the rounded corner is a circular arc, 
therefore, the cross-section of the corner element is sym-
metric. A local coordinate system is defined, so that the 
axis of symmetry is the z-axis, as shown in Fig. 8. 

The corner element is modelled by narrow strips. If 
the corner element behaves as a thin-walled beam-col-
umn member (i.e., without cross-section distortion), the 
displacement of the cross-section of corner element can 
be expressed by 4 displacement parameters: 2 transverse 
translations uc0 and wc0, a longitudinal translation vc0, 
and a twisting rotation ϑc0. These displacement param-
eters must be assigned to some reference point; in our 
case a convenient reference point is the origin of the local 

coordinate system. By using the 4 displacement parame-
ters the displacements of any cross-section point, includ-
ing the nodal points of the finite strip model, can unam-
biguously defined, as illustrated in Fig. 8, by using the 
following equations:

u x y z u z sin m y
ac c c, ,( )= +( )0 0

ϑ
π  (15)

v x y z v u m
a
x w m

a
z m

a
z x cos m y

c c c c c SC, ,( )= − − + −( )










0 0 0 0

π π
ϑ

π
ω

π
aa

 (16)

w x y z w x sin m y
ac c c, ,( )= −( )0 0

ϑ
π  (17)

ϑ ϑ
π

c cx y z sin m y
a

, ,( )= 0  (18)

where ω is the sectoral coordinate (calculated for the shear 
center), and zSC is the position of the shear center (which is 
necessarily located along the z-axis, due to the symmetry 
of the arc-shaped cross-section).

Thus, the FSM displacement vector for the corner nodes 
can be expressed as:

dc = Rc,localdc0 (19)

where dc vector contains the nodal displacements of the 
corner nodes at a given rounded corner, dc0 contains the 
nodal displacements of the reference node of the given 
corner, as follows:

a) FSM model with rounded 
corner

b) rigid corner element

c) effective DOF of the rounded-
corner model

d) DOF of a similar sharp-corner 
model

Fig. 8 Corner element: local coordinate system, unit displacementsFig. 7 Illustration of the rigid-corner approach

a)                                               b) 

c)                                               d)
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Rc,local is the constraint matrix for the given rounded cor-
ner. Obviously, Rc,local has 4 columns, and 4 times as many 
rows as the number of nodes in the rounded corner.
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From the local Rc,local matrices the global Rc matrix can 
be compiled after appropriate rotation of the local x–z to 
coincide with the global X–Z of the member.

3.3 Illustrative examples
To illustrate and study the behavior of the rigid-corner 
approach, the same three examples are considered that have 
already been discussed in Section 2.2. The critical stresses 
for these three cases are calculated in various options. As 
far as modelling of the corner is concerned, 3 options are 
considered: sharp-corner, rounded-corner, and the newly 
introduced rigid-corner. From constraining point of view, 
2 options are considered: with and without applying modal 
constraints. This altogether means 6 calculation options.

As it is shown in Section 2.2, if the modal constraints are 
applied on models with rounded corners, the calculation can 
technically be completed, but the results are not acceptable, 
therefore, this kind of calculation is not applied here. However, 
certain kind of pure-mode critical stresses for rounded cor-
ner models are still provided here, by applying an estima-
tion. The estimation, which is an extrapolation, is based 

Fig. 9 Signature curves in 6 options, 160-60-15-2-1.0

Fig. 10 Signature curves in 6 options, 160-60-15-4-1.5

Fig. 11 Signature curves in 6 options, 160-60-15-6-2.0

on the assumption that the effect of mode coupling in 
the sharp-corner and rounded-corner models are approx-
imately the same. Since the effect of mode coupling (i.e. 
the difference between the pure-mode and all-mode critical 
values) can easily be calculated for the sharp-corner mod-
els, and the all-mode critical values can also readily be cal-
culated for the rounded-corner models, the pure-mode crit-
ical values for the rounded-corner models can be estimated. 
Practically, the extrapolated pure-mode critical value for 
rounded-corner cases is calculated as follows: (a) the ratio 
of the pure-mode and all-mode critical value is calculated 
for a given length from the sharp-corner model results, (b) 
the pure-mode critical value of the rounded-corner model 
for the given length is estimated by multiplying the all-
mode value of the rounded-corner model by the above 
ratio. Since at a given length various pure-mode solutions 
exist, the simple rule is that the above ratio is calculated by



200|Beregszászi and Ádány
Period. Polytech. Civ. Eng., 63(1), pp. 192–205, 2019

125 mm 300 mm 500 mm 1000 mm 2500 mm 10000 mm
a) all-mode calculations

125 mm 500 mm 2500 mm 10000 mm
b) pure-mode calculations

Fig. 12 Sample buckled cross-section shapes obtained by rigid-corner 
approach.

using that pure-mode value that is the most characterizing 
for the given length (i.e., the critical value of which is the 
smallest among the pure-mode solutions).

In order to distinguish between the regular constrained 
calculation and the above-described extrapolation, the lat-
ter case will be marked as "pure*". (It is to note that the 
same calculation has been applied in [17] for estimating the 
pure-mode critical load of members with rounded corners.)

In Figs. 9–11 the signature curves are plotted in all the 6 
options for the selected 3 cases. It is to note that – in order 
to make the plots clear – the envelop curves are plotted for 
the pure-mode calculations. Samples of buckled cross-sec-
tions shapes are shown in Fig. 12.

Numerical values are provided in Tables 5–7, for 9 
lengths, that is 3 lengths from G, D, and L domains, selected 
as explained in Section 2.2.

The most important observation is that the rigid-corner 
approach successfully eliminates the major problems of 
pure-mode calculation on rounded-corner models. More 
specifically, the following conclusions can be drawn.

If the radius of the rounded corner is small enough, 
the rigid-corner approach seems to work properly for any 
length. As soon as the radius is increased, there are larger 
differences. It is reasonable to assume that the rigid-corner 
approach overestimates the L and D critical values, even 
though the buckling shapes look appropriate. It is evident 
from the figures and tables, that the scatter of the results 
is larger when modal constraints are enforced. It also 
might be suspected that the performance of the rigid-cor-
ner approach is better at those lengths where the buckling 
behavior is less affected by the coupling of various modes. 

Table 5 Comparison of critical stresses calculated in 6 options, 160-60-
15-2-1.0

length

sharp  
corner

rounded 
corner

rigid 
corner

sharp  
corner

rounded 
corner

rigid
corner

all
mode

all
mode

all
mode

pure
mode

pure*
mode

pure 
mode

(mm) (MPa) (MPa) (MPa) (MPa) (MPa) (MPa)

10 1741 1741 1728 1741 1741 1728

125 37.79 38.03 39.05 37.87 38.11 39.13

400 105.2 105.7 108.3 134.5 135.1 143.6

500 114.8 114.7 115.5 167.0 166.8 168.9

800 115.1 115.5 115.8 129.4 129.9 134.2

1500 201.7 202.7 204.1 252.0 253.2 268.3

1750 218.5 217.9 218.8 266.8 266.0 265.1

3000 93.72 93.15 93.18 94.13 93.55 93.59

10000 10.55 10.42 10.42 10.56 10.42 10.42

Table 6 Comparison of critical stresses calculated in 6 options, 160-60-
15-4-1.5

length

sharp  
corner

rounded 
corner

rigid 
corner

sharp  
corner

rounded 
corner

rigid
corner

all
mode

all
mode

all
mode

pure
mode

pure*
mode

pure 
mode

(mm) (MPa) (MPa) (MPa) (MPa) (MPa) (MPa)

10 3918 3919 3850 3918 3919 3851

125 84.79 86.26 91.00 85.20 86.68 91.64

300 158.7 161.2 170.2 188.4 191.4 214.1

400 182.6 182.1 185.0 271.5 270.8 278.9

600 180.6 180.8 181.3 207.2 207.5 223.9

1250 315.2 317.2 321.2 404.8 407.4 473.0

1500 328.5 324.7 326.8 367.4 363.1 362.8

3000 100.1 98.80 98.82 100.3 99.05 99.56

10000 10.56 10.27 10.27 10.56 10.28 10.28

Table 7 Comparison of critical stresses calculated in 6 options, 160-60-
15-6-2.0

length

sharp  
corner

rounded 
corner

rigid 
corner

sharp  
corner

rounded 
corner

rigid
corner

all
mode

all
mode

all
mode

pure
mode

pure*
mode

pure 
mode

(mm) (MPa) (MPa) (MPa) (MPa) (MPa) (MPa)

10 6965 6968 6752 6965 6969 6755

125 150.2 155.1 168.3 151.5 156.5 171.5

300 249.0 251.5 263.5 335.0 338.4 409.9

400 257.4 255.1 256.9 332.4 329.4 364.6

500 255.3 254.8 255.7 297.0 296.4 344.5

1000 404.9 411.7 419.7 495.8 504.0 659.8

1250 446.0 440.0 444.8 532.5 525.4 523.1

2500 147.7 144.7 144.7 148.2 145.2 147.7

10000 10.558 10.11 10.11 10.56 10.11 10.11

 
 

 
125 mm 300 mm 500 mm 1000 mm 2500 mm 10000 mm 

a) all-mode calculations 

 
125 mm        500 mm       2500 mm      10000 mm 

b) pure-mode calculations 

 
 

 
125 mm 300 mm 500 mm 1000 mm 2500 mm 10000 mm 

a) all-mode calculations 

 
125 mm        500 mm       2500 mm      10000 mm 

b) pure-mode calculations 
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Fig. 13 Differences between critical load results of rigid-corner and 
rounded-corner calculations, 160-60-15-2-1.0.

Fig. 14 Differences between critical load results of rigid-corner and 
rounded-corner calculations, 160-60-15-4-1.5.

Fig. 15 Differences between critical load results of rigid-corner and 
rounded-corner calculations, 160-60-15-6-2.0.

In order to have an even closer look at the performance 
of the rigid-corner approach, the differences between crit-
ical values delivered by the rigid-corner and rounded-cor-
ner models are determined. The "difference" is interpreted 
as: ("rigid" – "rounded")/"rounded", expressed in percent-
ages. Positive difference therefore means that the critical 
value from the rigid-corner model is larger than that from 
the rounded-corner model. The differences are calculated 
for both the all-mode and pure-mode solutions, and pre-
sented in Figs. 13–15. To be able to see the type of buck-
ling at the various lengths, a signature curve for the given 
cross-section is also shown in the figures.

If the difference calculated for all-mode solutions is 
non-zero, this is the error of the rigid-corner model, since 
within the realm of linear buckling analysis the all-mode 
FSM solution can be regarded as precise. As the figures 

show, non-negligible difference in all-mode solutions 
exists in the L domain only. The maximal error reaches 
5–10%, and the error seems to be increasing with the cor-
ner radius. The examples suggest that the maximal error 
takes place at a buckling length somewhat larger than the 
L minimum. The physical explanation of the overestima-
tion must be the fact that the corner region does not remain 
undeformed in the reality, hence fully rigid corner regions 
introduce an artificial stiffness increase into the model.

By looking at the pure-mode results, it is to keep in 
mind that no theoretical solution is known for the exact 
pure-mode L or D critical load in case of a cross-section 
with rounded corners. Thus, if the calculated difference 
is non-zero, this is not necessarily due to the error of one 
or the other calculation. Even so, if the assumptions from 
which the estimated pure-mode critical values are derived 
are realistic, there is reason to think that the above-calcu-
lated difference should not be too large. As Figs. 13–15 
prove, the differences can be fairly large. Even in the case 
of small corner radius the difference is up to 7%, but for 
large corner radii the difference can be as large as 30%. If 
the differences are taken at the L and D minimums only, 
the difference values are smaller, but still significant: 
5–10% at the L minimum, while 5–25% at the D mini-
mum. It is also to observe that the rigid-corner approach 
always lead to larger critical values (at least for any realis-
tic buckling length). 

Though there is no solid theoretical basis to judge the 
correctness of the pure-mode critical values of the rig-
id-corner approach, it most probably overestimates the 
pure L and pure D critical values of sections with rounded 
corners. It is observable, that the performance of the rig-
id-corner approach is dependent on parameters of the 
problem, especially on the geometrical proportions of the 
cross-section. Therefore, a large-scale parametric study 
is completed (as summarized in the next Section) to get 
information on how the cross-section dimensions influ-
ence the results of the rigid-corner model in linear buck-
ling calculations.

4 Parametric study by using cFSM with rigid corner 
elements
4.1 The completed study
 A parametric study is performed to study the perfor-
mance of the rigid-corner approach. Simple lipped chan-
nel members are analyzed, but with considering a wide 
range of cross-section geometries, including some unusual 
geometries, too. 
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The considered sections depths are: 80, 120, 160 and 200 
mm. The considered flange widths are: 40, 60 and 80 mm. 
The considered lip lengths are: 10, 15 and 20 mm. The con-
sidered corner radii are: 2, 4 and 6 mm. (All these dimen-
sions are for the middle-line of the cross-section.) The con-
sidered thicknesses are: 1.0, 1.5 and 2.0 mm. Hence, the 
number of considered cross-section geometries is 324.

A very wide buckling length range is applied, from 1 
mm to 50000 mm, but in the evaluation only the 10–10000 
mm range is considered (which still wider than the lengths 
of real practical relevance). 

The following discretization is applied for the flat parts 
of the cross-section: 4 intermediate nodes in the web, and 
2 intermediate nodes in each flange (while no intermedi-
ate nodes in the lips). This discretization is surely enough 
to show the tendencies, even if some critical load val-
ues might contain a few percent of inaccuracy. When the 
rounded corners are directly modelled in the finite strip 
calculation, each rounded corner is approximated by 5 
narrow strips. Altogether, therefore, the sharp-corner and 
rounded-corner models contain 14 and 30 nodes, respec-
tively.  (It is to note that a small study has been performed 
to check the effect of the approximation of the rounded 
regions, i.e., to check how many strips are to be employed 
to model the rounded corners. It was concluded that the 
applicability of the rigid corner element is not affected by 
the number of strips in the corner regions. The numeri-
cal results are affected, but it was also concluded that 4-5 
strips are always enough.) 

The material is steel, with Young’s modulus of 210 GPa, 
but with zero Poisson’s ratio. The zero Poisson’s ratio is 
applied in order to avoid the artificial stiffness increasing 
in G and D modes in pure-mode calculations, as discussed 
in [25–26]. (It is to note, nevertheless, that since here the 
focus is on studying the performance of the rigid-corner 
model in comparison with other approaches, the enforce-
ment of zero Poisson’s ratio is not crucially important, and 
it is reasonable to think that it has negligible effect on the 
conclusions.)

The CUFSM software is employed for the calcula-
tions [24]. The critical loads are calculated in 5 options: 
all-mode and pure-mode with sharp-corner model, all-
mode and pure-mode with rigid-corner, and all-mode 
with rounded-corner model. Pure-mode solutions for the 
rounded-corner model are also determined, not directly by 
FSM, but by estimation from the all-mode solutions, as 
discussed previously, in Section 3.3.

4.2 Evaluation of the results
The performance of the rigid-corner approach is evalu-
ated by comparing the results from rigid-corner approach 
to those from rounded-corner calculations. Similarly as 
in Section 3.3, the difference of the critical loads are cal-
culated, where "difference" is interpreted as: ("rigid" – 
"rounded")/"rounded". Positive difference therefore means 
that the critical value from the rigid-corner model is larger 
than that from the rounded-corner model. These differ-
ences are studied, as presented next. 

4.2.1 Evaluation of all-mode results
In case of all-mode solutions the deviation of the rigid-cor-
ner model from the regular rounded-corner FSM solution 
can be regarded as error, due to the distortion of the cor-
ner regions, which exists (in smaller or larger extent) in 
a regular FSM solution, but totally neglected in the rig-
id-corner approach. The magnitude of the difference, i.e., 
the error, is surely associated with the corner radius, but 
also affected by the geometry of the member, as detailed 
as follows. 

If G buckling governs, the difference between the crit-
ical loads calculated with the rigid-corner model and with 
the rounded-corner model is very small independently 
of the cross-section geometry. The maximum difference 
found among the considered cases is 0.3%, but in the vast 
majority of the cases the difference is less than 0.1%, 
hence negligible.

Larger differences are experienced for short-to-inter-
mediate buckling lengths. Accordingly L and D critical 
values might inaccurately be predicted, due to the total 
neglecting of the distortional deformations of the corner 
regions. The completed parametric study results suggest 
that the L critical values are more affected: considering 
all the cases the average difference is 5.5% and 1.8% for 
L and D minimum critical loads, respectively, with max-
imum differences being 16.7% and 9.2%, respectively. 
Thus, it might be concluded that the assumption of totally 
rigid corner regions leads to an overestimation of L and D 
critical load values, typically by a few percentage, and a 
maximum of 10–20%. 

The error of L critical value is found to be proportional to 
the corner radius, inversely proportional to flange width (b), 
and also influenced by the flange width to web depth ratio 
(b/h) and thickness (t), too. The largest inaccuracy occurs 
if the corner radius is large (i.e. 6 mm), web flange width 
is small (i.e., 40 mm), and the b/h ratio is around 0.4–0.5.  
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The error of D critical value is found to be propor-
tional to the corner radius, inversely proportional to the 
depth of the cross-section (h), and also influenced by the 
flange width to web depth ratio (b/h). The largest inaccu-
racy occurs if the corner radius is large (i.e. 6 mm), web 
height is small (i.e., 80 mm), and the b/h ratio is around 
0.7–1.0. This means that large differences mostly belong 
to unusual geometries. 

4.2.2 Evaluation of pure-mode results
In case of pure buckling of members with rounded cor-
ners, there is no general solution that could be classified as 
“exact”. In case of pure global buckling, however, either 
some classical thin-walled beam/column theory can rea-
sonably be applied, or the cFSM approach: thin-walled 
beam theory and cFSM might lead to slightly different 
global buckling results [25–26], but both approaches can 
be classified as exact in an engineering sense. Here the 
results of rigid-corner approach are compared to those 
of cFSM (i.e., pure-mode solution from rounded-corner 
model). Since cFSM is exact for pure global deformations, 
and since all-mode solutions from the rigid-corner calcu-
lations are practically exact, too, the experienced devia-
tion of the rigid-corner critical loads for G buckling can 
be regarded as the inaccuracy of the modal decomposi-
tion of the rigid-corner model. By analyzing the results 
of the parametric study, it is observed that in case of pure 
G buckling the difference is primarily determined by the 
type of the buckling, i.e., whether it is flexural buckling or 
flexural-torsional (FT) buckling. In case of flexural buck-
ling the difference is always small, in the vast majority 
of the cases well below 1%. In case of flexural-torsional 
buckling the differences are larger, and can reach as much 
as 10–20%. The difference is determined by the geometry 
of the cross-section. All these can be seen in Fig.16, where 
the differences are plotted against a geometric parameter 
g1, which is defined as:

g r
hbc t1

4 1 1
=  (22)

where h is the web depth, b is the flange width, c is the lip 
length, t is the thickness, and r is the radius of the corner.

Accordingly, the largest differences are obtained when 
the cross-section is relatively small, but the corner radius is 
large. Hence, though sometimes the difference is 10-20%, 
these large differences belong to unusual cross-section 
geometries, while the difference is only a few percentage 
for more typical geometries.

Fig. 16 Differences between rigid-corner and rounded-corner 
calculations in the parametric study, for pure global buckling

Fig. 17 Differences between rigid-corner and rounded-corner 
calculations in the parametric study, for pure local buckling

Fig. 18 Differences between rigid-corner and rounded-corner 
calculations in the parametric study, for pure distortional buckling

In order to have FT buckling as first mode, the channel 
section flanges should not be too narrow, and the member 
length should not be too large (since if it is large enough, flex-
ural buckling governs anyway). This also means that larger 
differences between rigid-corner G critical load values can 
be expected if the cross-section shape is more square-like. 
It is also observable from the detailed analysis of the results 
that the difference (i.e., the inaccuracy of the pure FT buck-
ling calculation) is decreasing with the increase of the 
length. It is known, that FT critical value is the sum of two 
terms, one is associated with Saint-Venant torsion, which 
is independent of the length, while the other term is associ-
ated with warping (i.e., longitudinal translational displace-
ment over a cross-section), which is inversely proportional 
to the square of the length. All these observations suggest 
that the inaccuracy of the pure G buckling prediction of the 
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rigid-corner model is due to the inaccuracy of the warping 
distribution when the member is twisted. In fact, small dif-
ferences exist between the warping from a regular cFSM 
analysis and that from the rigid-corner analysis.

The behavior of pure L buckling is similar to the all-
mode local buckling, but slightly different. The error of 
pure L critical load is found to be proportional to (in fact: 
strongly dependent on) the corner radius, inversely pro-
portional to flange width and to the web height, inversely 
proportional to the thickness, and also influenced by the 
global shape of the cross-section. A geometric parameter 
is introduced accordingly, as:

g r
hbt c

h
b2

4
4

1 1
=  (23)

The differences are plotted in the function of g2, as shown 
in Fig. 17. The differences can be as large as 20–30%. 
Though the reference value, i.e., the pure critical load esti-
mated from the all-mode solution, is not a precise value, 
still, the rigid-corner model seems to overestimate pure L 
critical loads, at least for certain sets of geometrical param-
eters, especially when the corner radius is large compared 
to the global dimensions of the cross-section. Certainly, 
this overestimation is partly due to the total neglecting of 
the distortion of the corner regions, as it is proved by the 
all-mode solutions. However, the application of the modal 
constraints also introduces some inaccuracy, as proved by 
the pure G results. These two sources of inaccuracies might 
be added together. Though sometimes there are large dif-
ferences, the average difference of the considered cases is 
not too large, it is equal to approx. 7%.  

The difference in pure D critical values is dependent 
mostly on the same parameters as the FT buckling. This 
is clear from Fig. 18, where the differences are plotted in 
the function of the g1 parameter (same parameter used in 
Fig.16). From the actual study the average difference is 
found to be 15%., but the figure shows that sometimes fairly 
large differences occur. It seems that the two major sources 
of inaccuracies (namely: rigid corner regions, and inaccu-
rate modal constraints) might enlarge each other’s advert 
effects. Even though exact solution for pure D buckling of 
members with rounded corners is not known, the rigid-cor-
ner approach surely overestimates the pure D critical load. 

5 Conclusions
In this paper a technique is proposed and discussed for 
the modal decomposition of thin-walled structural mem-
bers with rounded corners. The method is based on the 

introduction of rigid corner elements, which makes it 
possible to perform the modal decomposition identically 
to how it is originally proposed for members with sharp 
corners. The proposed rigid-corner approach essentially 
eliminates the major problems caused by the rounded cor-
ners in the original constrained finite strip method. A large 
parametric study has been completed in order to study the 
performance of the rigid-corner approach in the linear 
buckling analysis of lipped channel column members. The 
results of the parametric study show that the rigid-corner 
approach leads to reasonable pure critical load values for 
many practical cases, especially if the corner radius of the 
member is small. Even though there is no exact solution 
for the pure local or pure distortional buckling of mem-
bers with rounded corners, there is good reason to con-
clude that the rigid-corner approach overestimates the 
critical load in some cases, especially if the corner radius 
is relatively large. The overestimation is systematic, and is 
due (at least partially) to the very basic characteristics of 
the approach, namely: the assumption of totally rigid cor-
ners. Though the rigid-corner approach can be regarded 
as the first modal decomposition technique that works for 
members with rounded corners, and though it leads to rea-
sonable results for many practical problems, further devel-
opment of the method is desirable in order to reduce the 
overestimation of the critical loads.
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