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Abstract

Distributed generation causes an unbalanced power grid, which leads to a problem with unpredicted energy surplus balancing. In this 

vast problem, active cooperation with individual consumers on the energy market is crucial to ensure stability of the power system. 

Therefore, basing on analysis of power demand for the power system, the control algorithm of Thermal Energy Management System 

for the net Zero Energy Buildings was developed. One of the possibility of shifting peak power demand is using a building structure 

as a thermal energy storage. The potential of energy management was confirmed by numerical analysis of two nearly zero energy 

building models (a heavy and a light construction). A heavy construction building consumes less energy than a light construction but 

possibilities of obtaining measurable cost savings for user are higher in a case of light construction building. The objective of this 

study is to show that it is possible to save about 17–28% of the yearly cost of electricity by using the proposed control algorithm. On 

the contrary, lack of active and conscious usage will result in yearly increase of energy costs at the level of 5–8%. At the same time 

functioning of the HVAC system according to the proposed algorithm does not significantly effects on thermal comfort.
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1 Introduction
The increase in energy demand determines the increased 
output of fuels resources. Therefore, in the European Union 
and all around the World the policies that promote environ-
mentally friendly solutions are clearly visible, including 
policies improving energy efficiency and the use of renew-
able energy sources. The key issue becomes not only the 
energy generation, but its distribution as well. Dynamic 
changes in power demand and the stochastic nature of the 
productivity of some renewable energy sources can cause a 
situation of a significant overload of the power system or a 
power shortage, which can result e.g. in a black-out. These 
situations can be defined as a problem of energy flow bal-
ance in the power system. In such concept the biggest prob-
lem is not the amount of energy generated or consumed, 
but the time in which energy is going to be received from 

a source or delivered to a recipient. The consequences of 
power unbalancing are very serious, both to ensure power 
system stability as well as economic terms for the produc-
ers and suppliers of energy. The technical condition of the 
infrastructure of the power system in many countries is 
insufficient to ensure the reliability of supply. One of the 
solutions to the above problems is demand-side manage-
ment (DSM) mechanisms with Time-of-Use tariffs, which 
relies on effective management of power demand and load 
shifts to a different period of time, usually in a daily cycle.

The main goal of the DSM mechanisms is not to reduce 
energy consumption, but to shift the energy consumption 
to off-peak zones [1]. Perez-Lombard et al. pointed out that 
buildings are responsible for 20 % to 40 % of final energy 
consumption [2, 3], while residential buildings represents 
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80 % of the total. These values confirm the potential that 
lies in the individual consumers if they are active player 
of the energy market. Progress in an intelligent and ener-
gy-efficient building promotes the development of build-
ing energy management systems.

According to the current and anticipated future trends in 
energy consumption the building sector facing strong chal-
lenges in system technology. The great potential in energy 
savings is associated with building management system and 
utilization of energy from renewable sources, especially 
electricity produced on-side. These two factors mentioned 
above cause that the share of electrical energy became dom-
inant in comparison with heat or cool produced directly 
from fossil fuels. Additionally, in modern HVAC systems 
the auxiliary energy consumption for mechanical devices 
rises in comparison to energy for heating and cooling.

According to the idea of low energy or even net Zero 
Energy Building (nZEB) most of the building's systems 
are based on electricity and are designed to share, deliver 
and export energy to/from the grid. Even if the building 
does not generate on-site any extra power its HVAC sys-
tem needs this form of energy as auxiliary to supply plant 
components. The universal devices currently installed in 
nZEB buildings are solar collectors, mechanical ventila-
tion units with heat recovery and ground or air source heat 
pumps. This trend caused that heating/cooling demand is 
covered in 100 % by electrical devices or thermal renew-
able energy systems supplied by electricity.

Taking into account a daily profile of electricity demand 
it seems to be justified that an adjustment of the residen-
tial sector can reduce the critical peak of energy demand 
if modification of demand profile is performed. This shift-
ing would be possible only by taking into account physical 
characteristics of a building, its thermal inertia and indoor 
thermal comfort requirements.

The objective of this study is to develop a control 
algorithm of the Thermal Energy Management System 
(TEMS) for the net Zero Energy Buildings. The algorithm 
takes into account the current Time-of-Use tariff and ther-
mal comfort conditions of users. The developed control 
algorithm of TEMS has been implemented in the HVAC 
components. Therefore, electrical energy consumption 
and different power profiles are considered. The whole 
year analyses were done for two types of single family 
houses using dynamic simulation method.

The following aspects and results were presented in par-
ticular sections. The Section 2 contains the state of the art 
of the electric power system, which was used for the deve- 

lopment of the new control algorithm of TEMS presented 
in the Section 3. In the Section 4 analysis of energy per-
formance and thermal behaviours of new building were 
shown. Using numerical analysis two buildings models 
were deve-loped, examined and compared. The Section 
5 comprises the results of a building performance anal-
ysis including daily power demand profiles distribution. 
Definition of the effect of intermittent heating/cooling on 
final energy use, energy costs and thermal comfort were 
shown in the Section 6. The result analysis, final discus-
sions and conclusions are presented in the Section 7 and 8 
respectively.

2 Electric power system
Technological and economic development of countries 
determines the increased of energy demand. The growth 
in the share of renewable energy sources in the energy bal-
ance is an undeniable fact. This determines the develop-
ment of distributed energy, where the key is not only the 
amount of energy delivered, but the time of its delivery and 
quality of energy. The aforementioned factors result in the 
necessity to adapt and consequently to develop the infra-
structure of generation and energy transmission. These 
efforts are mainly focused on research on the implementa-
tion of smart power grids. One of the basic assumptions of 
the smart grids is to involve the end user who should play 
an active role in the energy market which may be imple-
mented through the mechanisms of DSM [4–8]. The study 
of consumer behavior concerning the use of electricity 
clearly indicates that the energy savings based on chang-
ing habits of users can achieve maximum improvement in 
energy efficiency of municipal buildings [9–13]. The con-
cept of smart grids and the integration of individual con-
sumers require the development of advanced energy man-
agement systems [14–18].

The power demand of the power system is a value rela-
tively well-known and predictable depending on the day of 
the week or period during the year. As a result, it was pos-
sible to plan the energy production profile, including peri-
ods of peak power demand, which required the start-up of 
additional units. However, the balance of power system 
is disturbed by increasing the share of renewable energy 
sources, in particular sources with stochastic nature of pro-
duction (wind turbines, photovoltaic panels). Therefore, in 
the power system, significant energy surplus or shortage 
may be observed. Both situations are extremely danger-
ous for the stability and safety of the power system. One 
of the solution to solve the problem is an energy storage 
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that provides a buffer in both cases. Unfortunately, to date, 
apart from pumped-storage hydroelectric power plants, 
there is no other cost-effective energy storage solutions in 
a scale of commercial power industry.

The demand-side management depends on effective 
stimulation of energy consumption. Reducing energy con-
sumption at the time of peak demand contributes to the 
achievement of the balance between demand and supply 
in the system which affects the market price of electric-
ity. The implementation of mechanism that allows the 
end users the voluntary adjustment of demand will affect 
the Demand Response (DR), which is a real and effective 
demand management strategy.

An attempt to solve the problem of energy storage are 
DSM mechanisms. In the traditional approach, the aim of 
the energy storage is to accumulate the excess of energy 
and use it in periods of increased energy demand. The 
purpose of the DSM is distributing the energy demand 
for periods of increased production from conventional 
or renewable sources. In this way the electricity receiv-
ers, as well as the HVAC system supported building ther-
mal mass and installation capacity are becoming virtual 
energy storages. The load can become virtual storage 
thanks to the option of delaying start of the device in time. 
Compared with the traditional storage, the efficiency of 
virtual storage is equal to 100 % since there are no losses 
resulting from the conversion of energy [4, 19]. In addi-
tion, there is no central unit that could work improperly, as 
a result of failure, affect the entire system.

A certain potential is also in the building itself through 
the ability to store heat in its structure [20, 21]. Hasnain 
S. M. [22] pointed out the storage in building fabric as the 
possibility of energy storage systems in surface heating 
(underfloor heating). G. P. Henze et al. [23] displayed that 
buildings can respond to energy pricing signals by shift-
ing cooling-related thermal loads either by precooling 
the building's massive structure or by using active ther-
mal energy storage systems such as ice storage. Heim [24] 
and Pomianowski et al. [25] showed the additional effect 
of latent heat storage by building construction modified 
with phase change materials (PCM). The papers written 
by Cui et al. [26] and Sun et al. [27] presents the inves-
tigations on the power demand alternation potential for 
buildings involving both active and passive cold storages 
to support the demand response of buildings connected to 
smart grids. Feasibility and potential of thermal demand-
side management in residential building was considered 
by Wolisz et al. [28].

Finn and Fitzpatrick [29] analysed the potential for the 
implementation of price based demand response by an 
industrial consumer to increase their proportional use of 
wind generated electricity. It was found that a 10 % reduc-
tion in a consumer's average unit price due to the imple-
mentation of price incentivized DR typically results in an 
increase in consumption of wind generation of approxi-
mately 5.8 %. The combination of DSM and tariffs signifi-
cantly improves safety and reduces the cost of the power 
system with a large share of wind power.

There are two types of DSM: passive and active [20]. In 
the first one, the consumer only receives signals encour-
aging certain activities and the operator of the electric-
ity grid does not have a direct impact on the consum-
er's devices. In the case of an active DSM, the consumer 
allows direct interaction of the network operator and the 
selected devices in the specified range. The consumer 
determines the possibility of switching on and off of the 
selected devices at certain times. Similarly, [4] define two 
types of demand response: Market DR and Physical DR. 
The Market DR includes the market activities: changing 
electricity prices and thus stimulating consumers to spe-
cific behaviours. However, according to Palensky and 
Dietrich [4], this is not sufficient to optimize the network 
in terms of stability. Hence, there exists the need for physi-
cal DR actions that can send directly controlling signals to 
the consumer in order to enforce certain changes.

Practical implementation of DSM mechanisms can 
be realised using suitably constructed tariffs with Price 
Responsive Demand programs. In the literature [30, 31] 
detailed information may be found about Time-of-Use 
(TOU), Real Time Pricing (RTP) RTP + CPP Critical Peak 
Pricing tariffs.

The development of DSM mechanisms and new energy 
tariffs require a detailed analysis of the profiles of the 
power demand from the power system. Fig. 1 presents pro-
files of the power demand of the Polish power system and 

Fig. 1 Average power demand in Poland and in the EU [33]
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the average values for the European Union in January and 
July. Despite the differences in value, it should be noted 
that the shape of the curves and their mutual dependencies 
are similar. Thus, the value of power demand in Poland 
may serve as an example for the further analysis.

3 The control algorithm of TEMS
3.1 Analysis of power demand profiles
Detailed analysis of the profile of the power demand of the 
Power System allows for a new approach in development 
of electricity tariffs for individual consumers. Fig. 2 pres-
ent profiles of the power demand of the Polish power sys-
tem in the year 2015.

Throughout the year, the hour of the morning increase 
in demand for power is practically constant and oscillates 
around 06.00 hours. An increase in demand for power takes 
place over nearly two hours, to about 08.00. Due to the sim-
ilar values and shapes of the curves, it is possible to select 
three periods: the winter period (November–February), the 
spring/autumn period (March, April, September, October) 
and the summer period (May–August). Figs. 3, 4 and 5 
present power demand of the power system in three sepa-
rate periods. Fig. 6 presents the average value of the power 
demand for each period during the year. Based on the anal-
ysis of the charts (Fig. 6) we can divide power demand into 
periods of higher and lower demand. Periods of increased 
demand was called a midday and evening peak. Time 
between these two periods was named afternoon trough.

Fig. 2 The demand for power in the Polish Power System (2015) [33]

Fig. 3 The demand for power in the winter period (2015) [33]

Fig. 4 The demand for power in the spring/autumn period (2015) [33]

Fig. 5 The demand for power in the summer period (2015) [33]

Fig. 6 The average demand for power in the winter, spring/autumn and 
summer periods (2015) [33]

The analysis of the energy market indicates that the tariffs 
with only two rates are not sufficient to involve consumer in 
energy market. Therefore, the authors suggest three distinct 
rates for electricity, taking into account the different periods 
of the day and the year. Based on the analysis, Table 1 pres-
ents the suggested indicators of energy prices dependent on 
the period of the year and time of the day.

3.2 Assumptions and Objectives of the Algorithm
The basic assumption of the TEMS in the building is to 
maintain thermal comfort of building users. This prob-
lem is a very common in any types of passive [32] or zero 
energy houses. Thermal comfort level were also considered 
as the design objective in an optimisation analysis [33]. In 
the case of the integration of the building with the smart 
grid, the temporal reduction of their power consumption is 
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Table 1 The array of the energy price C for selected seasons, L – low, 
N – regular and H – high energy prices

hour
The array C for period:

winter summer spring/autumn 

00:00 - 01:00 L L L

01:00 - 02:00 L L L

02:00 - 03:00 L L L

03:00 - 04:00 L L L

04:00 - 05:00 L L L

05:00 - 06:00 L L L

06:00 - 07:00 N N N

07:00 - 08:00 N N N

08:00 - 09:00 N N N

09:00 - 10:00 N L N

10:00 - 11:00 N L N

11:00 - 12:00 N H N

12:00 - 13:00 N H N

13:00 - 14:00 N H N

14:00 - 15:00 L N N

15:00 - 16:00 L N N

16:00 - 17:00 H N L

17:00 - 18:00 H L L

18:00 - 19:00 H L H

19:00 - 20:00 N N H

20:00 - 21:00 N N H

21:00 - 22:00 N N N

22:00 - 23:00 L L L

23:00 - 00:00 L L L

required which in turn may lead to a deterioration of ther-
mal conditions. This is due to the need of the peak load 
reduction and transfer of power into off-peak periods.

The temporary discomfort is compensated in the DSM 
programs and in energy tariffs by reducing energy costs. 
Unfortunately, such operation of TEMS from the user 
point of view is uncomfortable. Therefore the consum-
ers are forced to choose between economic savings and 
thermal comfort level. In addition, the TEMS should take 
into account requirements related to the integration of the 
building with the smart grid. The purpose of the devel-
oped algorithm is to achieve a compromise between the 
requirements of consumers and the power system.

This assumption can be written as four objective func-
tions (1–4). The indexes refers to hour (i) and day (d) 
respectively. First, the algorithm seeks to minimize the 
costs of energy consumed by the users (1). Secondly, the 
algorithm minimizes the impact of the TEMS on the ther-
mal comfort of the users (2). Predicted Mean Votes (PMV) 
index was used for an objective assessment of a level of 

a thermal comfort of users. Thirdly, the algorithm eval-
uates the function of peak shaving, which minimizes the 
amount of energy used during peak demand periods (3). 
Consequently, TEMS is also responsible for the transfer of 
loads in off-peak periods and thus determines the function 
of peak shifting which maximizes the amount of energy 
consumed in off-peak periods (4).
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where: ci
d – energy price, Ei

d – energy consumed by HVAC 
system, PMVi

d – predicted mean vote, EH
d
P – energy con-

sumed in HP period, EL
d
P – energy consumed in LP period.

The developed control algorithm of TEMS has been 
implemented in the HVAC components. Its corresponding 
flowcharts for the winter and summer periods for a single 
day are presented respectively in Figs. 7 and 8.

Fig. 7 The control algorithm of TEMS for winter
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Fig. 8 The control algorithm of TEMS for summer

It is assumed that in the spring / autumn period the energy 
consumed by the HVAC system is negligible. Information 
on current energy price (ci ) is collected from the array C. 
According to the Table 1 there are three rates for energy: 
Low (L), Normal (N) and High (H). If a price for energy at 
i-hour is L and is scheduled to be increased to H in the next 
two hours, the system overheats the building in the win-
ter (increasing Ts to 23°C) or overcools during the summer 
(decreasing Ts to 23°C). Depending on load requirements, 
the HVAC system operates with variable power pi . If the 
price of energy is H, regardless of the current air tempera-
ture Ta, the HVAC system is deactivated (pi = 0).

The total energy consumed by the HVAC system in a 
single day is calculated according to (5).

E p dti
d

i
i

i= =
∑ ∫∑=
1

24

1

24

,	 (5)

where: Ei
d is energy consumed by HVAC system, pi is 

heating/cooling load, t is time (h).

4 Building as a part of energy system
4.1 Present and future trends in the building energy 
market
Buildings are responsible for around 40 % of energy 
consumption in well developed countries like EU mem-
ber states, USA or Canada. The general energy share at 
the operational stage are usually the highest taking into 

account the total building life cycles but certainly depends 
on a building standard. The energy cost varies between 
regions and depends on economic factors, availability 
of energy sources, energy efficiency standards and local 
climate. Also for old, not modernized buildings the cost 
will be much higher than for new - low, passive or even 
near zero energy buildings. In severe climatic conditions 
the heating energy dominates in energy balance, while in 
warmer location a cooling energy is essential. Buildings 
located in moderate climatic conditions require keeping 
stable indoor conditions during almost the whole year and 
are characterized by both heating and cooling energy con-
sumption at a similar level.

The new tendency and requirements in building energy 
performance prefer the design and development of build-
ings with a relatively low, nearly (nZEB) or even zero-en-
ergy balance (ZEB) [34, 35], when renewable energy 
sources are using on-site. The current basic energy require-
ments imposed to minimize heat exchange processes by 
conduction and an air flow between a building and exter-
nal environment as well as controlled solar heat gains. 
The main strategy to limit heat losses through transmis-
sion is improving thermal insulation of the building enve-
lope. The present heat transmission coefficient for nearly 
zero energy building has become lower and lower, often 
achieving economically unjustified values. In EU coun-
tries the average thermal transmission for new buildings 
are respectively, walls 0.29 W/m²K (range: 0.065–1.97 W/
m²K), windows 1.16 W/m²K (range: 0.70–4.5 W/m²K), 
roofs 0.14 W/m²K (range: 0.06–0.55 W/m²K) and ground 
floors 0.29 W/m²K (range: 0.068–2.19 W/m²K) [36]. There 
are also some effective strategies to minimize ventilation 
heat losses by application of heat recovery from exhausted 
air or preheating in a ground-coupled heat exchanger with 
simultaneous increased air tightness of building envelope. 
It means that traditional, non-mechanical ventilation is less 
and less often used in practice what will certainly provide 
limitation and controlling of heat exchange by ventilation 
in a new and modernized buildings. According to the data 
provided in [36], about three quarters of the nearly zero 
energy buildings use a mechanical ventilation system with 
heat recovery. Only three of the buildings in the report [37] 
rely on natural ventilation (window opening) for fresh air.

On the other hand there is a huge potential to apply 
renewable sources of heating or electricity supply in 
nearly zero energy buildings. In many countries differ-
ent types of heat pumps and solar collectors are justified 
for heating and hot water production, but it should be also 
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considered that both systems requires supplementary elec-
tric power. The price of electricity and production technol-
ogy can determine only the slight economic and environ-
mental effect of such solution. It should be noted that some 
countries produce power from renewable energy sources 
like wind (e.g. Denmark), solar (e.g. Germany) or hydro 
power stations (e.g. Norway). In terms of averaged renew-
able energy produced on-site, PV panels are the most com-
mon option, with nearly 70 % of the nZEB examples using 
them. Solar thermal panels are a part of the energy con-
cept in more than half of the buildings. Other renewable 
energy used in the buildings is geothermal (from ground 
source heat pumps), biomass and district heating with high 
shares of renewable energy. On the opposite side in some 
EU countries the main fossil fuel for electricity produc-
tion is coal (e.g. Poland). These facts will determine the 
final definition of a zero-energy or zero-emission build-
ing in different countries and regions, but what we can be 
sure is that delivered energy is still going to be minimized. 
Additionally, concerning application of more advanced 
heat production like heat pumps or mechanical ventila-
tion with heat recovery and preheated systems causes 
that main source of heating/cooling energy becomes elec-
tricity. It means that the number of new developed, low 
energy buildings mainly supplied by electrical energy will 
grow up, rising a share in building electricity balance and 
finally influencing on an energy market.

Based on the case studies data provided in [36] for 
the nZEB a wide range of building envelope qualities 
and types of building service systems including RES 
were determined. The most dominant technologies are: 
increased insulation thickness and application of high per-
formance windows, as well as mechanical ventilation sys-
tems with heat recovery, heat pumps and PV applications. 
Also because there are differences between climatic con-
ditions, some of the solutions are less frequently adopted 
in southern EU countries. Following this tendency it 
means that electricity share in a total energy consumption 
for new, energy efficient buildings is higher than for oth-
ers built in a past. Taking into account this specific char-
acteristics of building performance it is worth to consider 
new method to decrease energy consumption and energy 
cost by building energy management systems applica-
tion which is demand-side management [38]. This method 
will be particularly valuable in the case when the power 
distributors put tariffs into practice with volatile energy 
prices and the buildings and systems will allow the shift-
ing of energy peaks during the day and night.

4.2 Energy performance and dynamics of building and 
system
The overall energy usage in a building is determined by 
heating, cooling, domestic hot water, auxiliary systems and 
domestic appliances. Ventilation need is related to HVAC 
systems and included in heating or cooling. Considering 
the daily profile of energy demand, heating/cooling and hot 
water is powered by auxiliary systems. It means that the 
daily changes in power for auxiliary systems are coincident 
with heating/cooling and hot water respectively. Domestic 
appliances as a washing machine or a dishwasher have dif-
ferent power profiles dependent on user habits, e.g. doing 
washing every Monday afternoon or using a dishwasher 
just after a dinner. Considering thermal energy storage of 
the elements of building it seems to be justified that the 
potential of structural thermal mass can help in reduction 
of peak load both for heating and cooling.

The daily distribution of power for heating and cool-
ing (including auxiliary energy) can be determined by the 
occupancy profile and building dynamics together with 
its energy performance and local climatic conditions. 
Intermitted heating/cooling combined with thermal mass 
can be also utilized for shifting maximum energy demand 
during the day. On the other hand any variations between 
continuous and intermittent (reduced or even shut-down) 
heating/cooling could not disturb the required indoor 
comfort conditions.

The effect of temperature changes while the building 
is being naturally cooled after switching off the heating 
system is presented in Fig. 9. The dynamic characteristic 
of the building can be determined by relative changes in 
indoor air resultant temperature determined by:

∆T Trel
kt= + −

' exp
0

,	 (6)

where T '0 – the initial indoor resultant temperature calcu-
lated as an averaged value of air temperature and mean 
radiant temperature of surrounding surfaces, expressed by:

T T Tmrt a' . ( ' ' )
0
0 5= + ,	 (7)

where T 'a – the initial indoor air temperature, T 'mrt – the 
initial mean radiant temperature, expressed by:
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where Ts – the surface temperature, k – coefficient of 
building thermal performance, t – time.
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Fig. 9 Relative temperature change when the heating/cooling system is 
turned off

The thermal dynamic of a building is determined by 
both gain and loss heat fluxes. The sources of heat gains are 
usually specified by solar radiation fluxes through external 
transparent elements and internal heat fluxes from occu-
pants, lighting and equipment. Heat loss, by transmission 
and ventilation [39], depends on building characteristics 
and temperature differences between internal and exter-
nal environment [40]. Additionally, any lag in tempera-
ture changes is determined by thermal inertia of a building 
itself [41]. The coefficient k proposed in (6) accounted both 
fluxes mentioned above, that is heat gains and losses.

The analogical line of thought could be specified for build-
ing under summer conditions where cooling system is turned 
off. The additional sources of heat gains are minimized by 
heat lost, but leads to building overheating. Thermal inertia 
of a building construction determines the time when indoor 
temperature achieved external one. In many specific cases, 
when heat gain are much higher than heat loss the indoor 
temperature can even exceed external temperature.

Thermal energy storage (TES) technologies that are 
applied in building fabric are widely described in litera-
ture, e.g. [42, 43]. Generally, TES can be classified into 
three categories: sensible, latent and thermochemical sys-
tems [44], but a thermochemical system is nowadays poorly 
compatible with building structure. The storage meth-
ods in these categories can be grouped into a short-term 
storage (hourly, daily) and a long-term storage (seasonal, 
yearly), however the construction elements usually played 
a role of daily, short term storage systems. The potential 
of sensible storage is characteristic for all building com-
ponents with high heat capacity as a product of density ρ 
and specific heat Cp [22]. On the other hand it is possible to 
increase storage potential by application of PCM as a latent 
heat Cl [45] especially in construction elements [46]. Both 
approaches can be adopted for internal parts and building 

envelope which should be additionally sufficiently insu-
lated. The effect of positioning of thermal mass in exter-
nal walls was considered theoretically and discussed by 
Heim & Wieprzkowicz [47]. In some specific cases thermal 
mass can even allow to achieve building thermal autonomy 
caused by efficient accumulation of heat gains [48].

For the purpose of current study the effect of thermal 
energy storage in building construction is considered in a 
context of DSM [49]. The authors reviewed TES technolo-
gies, their application for DSM purposes and existing expe-
riences [49]. The techniques how to thermally activate a 
building by integration of heating/cooling system devices in 
the building structure was presented in [50, 51]. As a result 
the building elements act as thermal storage and have an 
active role in the energy supply and demand management. 
Results presented in [52] show that the use of the struc-
tural storage capacity in buildings is able to significantly 
reduce the heat pump electricity usage during peak demand 
periods. Moreover, the DSM potential is higher for the 
massive buildings compared to the lightweight buildings. 
Additionally, authors noted that activating the thermal mass 
demands for active control of the indoor temperature and is 
therefore limited by thermal comfort requirements and also 
increases the total energy use. This increased energy usage 
needs to be balanced by efficiency gains at building or net-
work level to make DSM using the structural storage profit-
able also from an energy point of view.

5 Building performance – modelling and simulation
5.1 Methodology
An analysis of a real building energy characteristic is a 
complex issue, requires advanced numerical methods 
and properly defined boundary conditions [53, 54]. The 
several computer software like ESP-r, Energy Plus or 
TRNSYS meet this criteria by application of dynamic 
wmodels of building as an integrated physical system with 
common interaction between thermal (sensible and latent), 
electrical and mechanical energy balance [55].

The prediction of a thermal load and building perfor-
mance were determined using a numerical method of heat 
transfer and transient conduction. Numerical methods 
treat the building envelope surface as being made of dis-
crete capacitances and resistances as this can be seen most 
clearly in the derivation of the finite volume method [54]. 
In the building model used for the purpose of simulation 
the walls as well as other elements are modelled in one-di-
mension, using a default value of three discrete capaci-
tances per layer.
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Table 2 Wall construction for heavy and light mass type

Wall 
type Material d 

[m]
λ 

[W/(mK)]
r 

[kg/m3]
cp 

[J/(kgK)]

H
ea

vy

Plaster 0.015 0.820 1850 840

Concrete 0.250 1.700 2500 840

Polystyrene 0.450 0.036 30 1460

Plaster 0.005 0.820 1850 840

Li
gh

t Gypsum 0.012 0.230 1000 1000

Min. wool 0.450 0.036 120 750

Wood sid. 0.045 0.160 550 2510

Table 3 Roof construction for heavy and light mass type

Roof 
type Material d 

[m]
l 

[W/(mK)]
r 

[kg/m3]
cp 

[J/(kgK)]

H
ea

vy

Plaster 0.015 0.820 1850 840

Concrete 0.360 1.700 2500 840

Min. wool 0.500 0.300 120 750

Wood boar. 0.025 0.160 550 2510

Bit. tiles 0.007 0.180 1000 1450

Li
gh

t

Gypsum 0.012 0.230 1000 1000

Min. wool 0.500 0.300 120 750

Wood boar. 0.025 0.160 550 2510

Bit. tiles 0.007 0.180 1000 1450

For an analysis of building thermal behaviour as well 
as energy performance and comfort metrics an integrated 
simulation system ESP-r was used. ESP-r is a well-known 
simulation environment for dynamic analysis of a building 
and system including control strategies, occupant com-
fort, renewable energy systems, etc. The building model 
is determined by physical properties of construction ele-
ments and occupancy profiles including ventilation rate 
and internal heat gains. The thermal characteristics of 
partitions is defined by the basic physical properties e.g. 
conductivity, density and specific heat of individual mate-
rials. Furthermore, this thermal characteristic effects on 
a building energy performance (energy demand and ther-
mal comfort), depended on many different factors i.e.: heat 
gains and losses, user behaviour, thermal inertia etc. The 
system (e.g. HVAC) characteristic depends on plant equip-
ment and control strategy determined by user schedule 
and comfort requirements.

5.2 Building model
Two types of single family houses were considered as the 
case study for the purpose of this work. Both meet the cri-
teria of extremely low energy buildings under moderate 
climatic conditions. The floor area of 180 m2 is also the 

same in both cases. Physical building models developed in 
an ESP-r consist of construction (materials) characteristic 
of selected internal and external partitions. Both consid-
ered cases, heavy (HC) and light (LC), differ in construc-
tion types what is represented by the overall thermal mass. 
The materials used in a model of the analysed buildings 
and theirs physical properties were compared in Table 2 
(for walls) and 3 (for roofs), order from inside to outside 
of the building. The heat capacity for the inner 5 cm layer 
of the wall is 97 kJ/m2K for heavy wall what is around 6.5 
times higher than for light wall (15 kJ/m2K). The simi-
lar heat capacity was obtained for both roofs construction. 
More detailed data was displayed in Table 3. Also inter-
nal partitions differ between heavy and light construction 
types in the same way.

All windows in both types of buildings were assumed 
to be a triple glazed with total U value 0.70  W/(m2K). 
The total windows area of 40 m2 were spread among four 
elevations in the following ratio: S-37.5  %, E&W-25  %, 
N-12.5 %. Additionally, all windows were equipped with a 
venetian blind system, which is activated when indoor air 
temperature exceeds 23°C to protect overheating.

The operations of a HVAC system as well as daily pro-
files of internal heat gains are results of building occu-
pancy and controls of plant components. It was assumed 
that a building is occupied 24 hours per day, mechani-
cally ventilated with heat recovery at a constant level of air 
changes per hour. Internal heat gains were assumed during 
the whole day. Based on the assumptions and objectives of 
the algorithm developed and presented in the Section 3.2 
the author proposed three different HVAC control cases. 
For the further analysis of energy demand and costs as well 
as thermal comfort three following cases were considered:

Case 1 – continuous heating/cooling;
Case 2 – intermittent heating/cooling in the period of 

the highest energy price (HP),
Case 3 – intermittent heating/cooling in the period of 

the highest energy price (HP) and overheating/overcool-
ing in the period of the lowest energy price (LP).

The daily profiles for three cases are presented in  
Table 4 (winter) and 5 (summer). NC means that the build-
ing in not conditioned, the HVAC system is turned off. 
The Case 3 is the original TEMS control algorithm.

It was assumed for the Case 1 that the minimum and 
maximum temperatures in the analysed buildings were con-
trolled by the system and kept within the range of 20–26°C 
which means that the indoor conditions are not stable but are 
controlled. In the 2nd case, the air temperature in buildings
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Table 4 Indoor air temperature (Ta) set point for winter period

hour Case 1 Case 2 Case 3 

00:00–14:00 Ta ≥ 20°C Ta ≥ 20°C Ta ≥ 20°C

14:00–16:00 Ta ≥ 23°C

16:00–19:00 NC NC

19:00–00:00 Ta ≥ 20°C Ta ≥ 20°C

Table 5 Indoor air temperature (Ta) set point for summer period

hour Case 1 Case 2 Case 3 

00:00–09:00 Ta ≤ 26°C Ta ≤ 26°C Ta ≤ 26°C

09:00–11:00 Ta ≤ 23°C

11:00–14:00 NC NC

14:00–00:00 Ta ≤ 26°C Ta ≤ 26°C

Fig. 10 Heating load for the Case 1

Fig. 11 Heating load for the Case 2

Fig. 12 Heating load for the Case 3

can be out of this range (20–26°C) in a period of the high-
est electricity price but is partly stabilized by thermal iner-
tia of building construction. In the Case 3, building ther-
mal mass was additionally used as energy storage which is 
loaded during two hours before peak price, always just in 
a period of the lowest fee by overheating (winter) or over-
cooling (summer) of the building up/down to 23°C. After 
that period, during next 3 hours the air temperature in 
buildings can be out of the range of 20–26°C again.

Simulations were carried out for a typical meteorologi-
cal year (TMY), developed for the specific location of the 
city located in central Poland, Central Europe (51°46 N; 
19°27 E) characterized by moderate climatic conditions. 
The heating season is usually slightly longer in comparison 
to the cooling one. The weather file of the TMY used in the 
simulation was developed basing on the real weather data 
recorded at a meteorological weather station from 1970 to 
2000 year. This TMY file has been officially approved as a 
weather file for building performance analysis. The min-
imum outdoor dry-bulb temperature occurs in January 
(–12.5°C), while the maximum is in July (34.3°C). The 
yearly average temperature is 8.2°C. Diffused solar radia-
tion is dominant during the whole year.

The initial simulation results obtained for numerical 
models of two types of buildings (HC and LC) confirmed 
that power profiles can be arranged in three period types 
according to a time of the year. These periods are coinci-
dent with the periods obtained from analysis of power sys-
tem demand (Section 3.1). Therefore, the three following 
periods were determined for further investigations:

•	 winter period (January, February, November and 
December) with heating energy demand,

•	 spring/autumn (March, April, September and October) 
with negligible energy demands for heating and cooling,

•	 summer period (from May to August) with cooling 
energy demand.

5.3 Results of the building power demand simulation
The simulation was conducted for the whole year with a 
one hour time-step. Two types of building were consid-
ered: heavy (HC) and light (LC) weight construction, 
which thermophysical properties were determined in 5.2. 
Based on the detailed results the average daily profiles for 
summer and winter were worked out using hourly data. In 
the further analysis only winter and summer period were 
considered. The profiles are presented in Figs. 10–12 and 
Figs. 13–15.
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Fig. 13 Cooling load for the Case 1

Fig. 14 Cooling load for the Case 2

Fig. 15 Cooling load for the Case 3

6 Building performance and energy cost
6.1 Energy consumption
It has been assumed that in a winter period the HVAC sys-
tem consumes energy only for heating, and in a summer 
period only for cooling. Due to good thermophysical prop-
erties of a building envelope as well as heat recovery from 
a ventilation system and opportunity of passive cooling 
and heating, energy consumption of the HVAC system in 
spring/autumn period was negligible (< 2 %). The Table 6 
shows calculated annual energy demand based on the one 
hour time-step dynamic simulation for three control cases 
(LC and HC buildings).

Table 6 Energy demand of the HWAC system in the LC and HC 
building

Type of 
building

Case of control HVAC Winter period
(kWh)

Summer period
(kWh)

LC

Case 1 1 276 430

Case 2 1 269 417

Case 3 1 302 464

HC

Case 1 754 214

Case 2 743 203

Case 3 819 266

Fig. 16 Impact of system HVAC control cases on energy consumption 
for the LC building

Fig. 17 Impact of system HVAC control cases on energy consumption 
for the HC building

Figs. 16 and 17 show percentage change of energy con-
sumption for different control cases for the LC and HC 
building respectively. Energy of the building from the case 
1 is a reference. Figures shows separation for winter and 
summer period.
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Fig. 18 Impact of system HVAC control cases on yearly energy 
consumption for the LC and HC building

Fig. 19 The impact of tariffs on the cost of energy for the LC building 
during a winter period

Fig. 20 The impact of tariffs on the cost of energy for the LC building 
during a summer period

Fig. 21 The impact of tariffs on the cost of energy for the LC building 
during a whole year

Fig. 22 The impact of tariffs on the cost of energy for the HC building 
during a winter period

Fig. 23 The impact of tariffs on the cost of energy for the HC building 
during a summer period
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Table 8 The rates in proposed tariffs

Period tariff 1 tariff 2 tariff 3

„L” x 0.5x 0.25x

„N” x x x

„H” x 2x 4x

x – price of energy in a basic tariff (a constant price for an entire day)

Fig. 24 The impact of tariffs on the cost of energy for the HC building 
during a whole year

The Case 2 very slightly lowers energy consumption 
in regard to the case 1. For the LC building, implementa-
tion of the Case 3 causes increase of energy consumption 
by 2  % and 8  % for winter and summer period respec-
tively. For HC building this growth was higher (9 % and 
24 % respectively). Fig. 18 shows impact of control cases 
of HVAC system on energy consumption in the LC build-
ing and the HC building during a whole year. Change of 
control scheme from 1 to 3 causes an increase of energy 
consumption by the HVAC system by 4 % and 14 % for the 
LC and HC building respectively.

Energy consumption shifting out of the peak zone 
(HP – high price period) was implemented in the Case 3. 
According to assumptions (Section 3.2) in this case, before 
peak zone the building was overheated (winter) or over-
cooled (summer). According to the Table 1 in both winter 
and summer periods, the peak zone was defined as a period 
of three hours. For a winter period it was from 16:00 to 
19:00, and for a summer period it was from 11:00 to 14:00. 
The tariff proposed in the Table 1 has two hours of LP (a 
low price period) before an HP peak zone, in which cost 
of energy is reduced as a way to encourage consumers to 
shift energy consumption into this period. Table 7 shows 
aggregated energy consumption in HP and LP periods for 
the LC and HC building for summer and winter periods.

In the Case 1, energy consumption by HVAC system in 
HP period is twice as much as in LP period.  This relation 
is fulfilled for both LC and HC buildings and for winter 
and summer period. It can be seen that regardless of the 
type of building, energy consumption during HP period 
was about 13–14 %, and during LP period, about 6–7 % 
of total energy consumption. Using the developed control 
algorithm of the TEMS (Case 3) 23 % and 40 % of energy 
usage was moved on LP period for the LC and HC build-
ing respectively. Almost twice the difference results from 
the accumulation abilities of the HC building, which at low 
heat losses, drastically increase the rate of gains utilisation.

6.2 Energy costs
Based on analysis of a demand profile of the power sys-
tem in Section 3.1 the schedule of a Time-of-Use (TOU) 
tariff was proposed. In order to estimate benefits of the 
selected tariff, there are three tariff cases adopted. Tariff 
1 is a basic tariff in which price (basic price-x) for energy 
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Table 7 Energy consumption in HP and LP periods for the LC and HC building
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(kWh) (kWh) (%) (kWh) (%) (kWh) (kWh) (%) (kWh)

LC

summer 430 51 12 106 25 464 176 38 0

winter 1276 46 4 112 9 1302 228 18 0

total 1706 97 6 218 13 1766 404 23 0

HC

summer 214 29 13 51 24 266 157 59 0

winter 754 39 5 80 11 819 278 34 0

total 968 67 7 132 14 1085 434 40 0
N – the number of days in the period (winter: N = 120; summer: N = 123)
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is constant for an entire day. Tariff 2 means energy for a 
half of basic price during the "L" period and a double of 
a basic price in the "H" period. Tariff 3 means 0.25 of a 
basic price during the "L" period and four times of a basic 
price in the "H" period. The Table 8 shows price lists in 
tariffs. Reference to the basic price allows to estimate rel-
ative benefits of the tariff change in relation to basic tariff.

Figs. 19–21 shows a percentage change of the energy 
cost for the LC building in relation to a binding tariff. 
An analogical graph for the HC building is shown on 
Figs. 22–24. Because the energy price in the tariff 1 is con-
stant, the change of the cost of an energy purchase in this 

tariff means the change of amount of consumed energy in 
each of analysed cases, which was described in section 6.1.

In a winter period for both types of buildings and in 
each control case of HVAC system, the cost of consumed 
energy is lower for the tariff 2 and 3 than for the tariff 1. 
This differences are the smallest for the Case 1. For the 
case 3, a cost of consumed energy decreases by about 24 % 
in the tariff 2 and about 33 % for the tariff 3 for the LC 
building. For the HC building savings for the Case 3 are 
smaller and cost decreases by 18 % and 20 % for tariffs 2 
and 3 respectively. In a summer period the case 3 provide 
lesser savings. For the LC building those savings are about 

Fig. 28 PMV values for the summer period between 11:00 and 14:00 for 
the HC building

Fig. 25 PMV values for the winter period between 16:00 and 19:00 for 
the LC building

Fig. 26 PMV values for the winter period between 16:00 and 19:00 for 
the HC building

Fig. 27 PMV values for the summer period between 11:00 and 14:00 for 
the LC building
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14–15 %, and for the HC building only 6–7 %. Significant 
growth of energy costs (~50 %) occurs in a summer period 
for tariff 3 and the case 1 of the HVAC control system 
scheme. In terms of the whole year, for the LC building 
there are possible savings about 22–28 % depending on a 
tariff and a control case. For the HC building, savings in 
the Case 3 are smaller and they are about 16–17 %.

6.3 Thermal comfort
Thermal comfort was assessed using Predicted Mean 
Vote (PMV) index. PMV was calculated for each time 
step using variable environmental parameters (Ta and Tmrt) 
obtained from the ESP-r software [53].

Physiological variables like the metabolic rate (M), as 
well as clothing surface factor ( fcl) was determined indepen- 
dently. It was assumed that users have a sitting activ-
ity with Metabolic Equivalent of Task MET = 1.0, and 
M = 58.15 W/m2. Clothing thermal insulation clo (1clo = 
0.155  m2K/W) was differentiated between summer and 
winter at the level of 0.35 (shorts, a short-sleeved shirt) 
and 0.70 (trousers, a long-sleeved shirt) respectively.

The obtained results were analysed statistically just in 
a period of intermittent heating/cooling – 3 hours per day. 
The PMV values from the period of controlled indoor con-
dition meets the comfort criteria and were omitted.

Compiled results are presented in Figs. 25, 26 and Figs. 
27, 28 for summer and winter periods respectively. For 
both, summer and winter periods a substantial difference 
was observed between different thermal mass buildings 
HC and LC. For the winter periods PMV varies between 
0.5 and –1.5, while for the summer between –1.0 and +2.0. 
Additionally, for different control strategy cases there are 
different values of PMV during the whole year.

During the winter and continuous heating (Case 1) for both  
types of building constructions PMV values are in the com-
fort range from –1.0 to 1.0, but dominant number of hours 
(above 60 %) is characterized by slightly cool conditions 
(–1.0 | –0.5). Intermittent heating caused overcooling with 
PMV values up to –1.5, however this effect is much smaller 
when the building construction is heavy (6 % of total hours) 
than light (24 % of total hours). Little building overheat-
ing (up to 23°C) before the heating break allows avoiding 
indoor thermal conditions out of the comfort range.

A similar tendency is noticed for the summer period, 
when PMV values varies in the comfort range from –1.0 
to 1.0, for heavy mass construction. The light building 
appears as slightly overheating due to the high solar radia-
tion. Intermittent cooling gave the PMV values above 1.0, 

but heavy weight construction can reduce this effect more 
than twice, from 15 % to 6 % of hours. On the other hand 
the overcooling of the building before intermittent period 
(case 3) is not so substantial as for the winter period.

7 Discussion
Practically for each case of control in the LC building, in 
the winter period energy consumption of the heating system 
reached 75 % of annual energy consumption of the HVAC 
system. Other 25 % was used by an air conditioning sys-
tem in the summer period. For the HC building this propor-
tions changes slightly, causing reduction in total balance of 
energy share for heating to 70 % with increase of energy 
used by an air conditioning system to 30 %. It confirms an 
effect of thermal inertia of different building construction 
and ability to store/release heat in a long term cycle.

Change of the control case from 1 to 3, for both winter 
and summer periods, causes increase of energy consump-
tion (Figs. 16, 17). For both LC and HC buildings, greater 
percentage increase occurs in the summer period. Change 
of HVAC system control scheme according to the control 
algorithm of TEMS (case 3) for the HC building resulting in 
a far greater increase in percentage of energy consumption 
than for the LC building. It is most visible in the summer 
period, when energy consumption is increased by 24  %. 
This phenomena is an effect of higher heat capacity and 
ability to store more energy in a period of summer over-
cooling from 9:00 to 11:00. In yearly balance the HC build-
ing with HVAC system (according to the original author's 
algorithm) consumes 14 % more energy than as in the case 
1. For the LC building this growth is about 4 % (Fig. 18).

For the case 2 despite turning off HVAC system in period 
of the greater power usage, overall energy consumption is 
similar to the case 1. This is due to the fact that shutdown 
of the HVAC system for a period of three hours resulting in 
overheating in the summer period and overcooling in the 
winter period, which in a turn results in that HVAC system 
works with greater power in next hours (Figs. 11, 14).

Twice as much energy consumption during the HP 
period than during the LP period with additional control 
scheme as in the case 1 is convergent with a current sit-
uation of the power grid system, which is shown in the 
section 2. Peak zones cause threats to the stability and 
security of the power grid system. Therefore, the goal 
is to develop mechanisms (for example TEMS), which 
will allow to shift the greatest demand to off-peak zones. 
According to results from the Table 7 buildings during 
both, winter and summer periods are using 25 % of their 
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total energy consumed by HVAC system, during the HP 
period. There is therefore a great potential to reduce peak 
demand. Because of existing infrastructure of objects and 
specific possibilities of selected users, it must be assumed 
that only a partial response demand, which will however 
secure the system from creating a new peak zone and pro-
vide distribution of energy demand evenly.

High costs of energy in summer period in tariff 3 for 
the control case 1 of the HVAC system indicates a well-
matched tariff, which could have strong influence on 
users. If consumers will apply TEMS then costs of con-
sumed energy could be reduced by 15 % with maintained 
thermal comfort. Lack of conscious energy management 
which is the issue in the case 1 will result in increase 
of costs by about 50 %. This is important considering a 
growing number of air conditioning systems installed in 
many buildings. The HC building uses less energy as the 
LC building but possibilities of obtaining measurable sav-
ings for a user are also twice as low as for the LC building.

Based on the analysis of thermal comfort obtained by a 
computer simulation it should be noted that adjusting work 
of heating system to prices in tariffs does not significantly 
affect PMV values. At the same time, as expected the HC 
building has better comfort parameters than the LC build-
ing, regardless of time of the year. In the winter period 
characterized by slight feeling of coolness, two hours of 
overheating the building (between 14:00 and 16:00) will 
allow maintaining comfortable conditions for another 
three hours (between 16:00 and 19:00), which is the period 
when most of household residents are in the building. At 
the same time the period of increased temperature is coin-
cident with a period of solar heat gains. In the summer 
period, overcooling building from 9:00 to 11:00 is less jus-
tified because of significant heat gains in the period from 
11:00 to 14:00 when a building is overheated due to down-
time of cooling system.

8 Conclusions
Currently constructed buildings have low requirements for 
heat but high demand for electricity. In case of passive and 
nearly Zero Energy Buildings (nZEB), electricity is the only 
supply energy system. At the same time they are charac-
terized by a significant ability to use temporary heat gains, 
shorter heating/cooling season and low power requirements.

Increase of renewable sources of energy and their less 
predictable and distributed energy generation often leads 
to surpluses of energy in grid, which is a significant prob-
lem for stability and safety of the system. Accordingly, the 

power system has a problem with energy availability at a 
given time, therefore the power availability. In this case, 
activation and participation of individual consumers on 
the energy market is crucial for the development of smart 
grids. One of the options of shifting peak power demand is 
using buildings as thermal energy storages.

In this article, analysis of power demand for the power 
system was made and on this base the control algorithm 
of TEMS was proposed. Its primary goal is an impact on 
energy consumers which will make a change of a demand 
power profile in order to limit energy consumption during 
a peak of power demand. Moreover, a model of controlling 
HVAC system for nZEB with different abilities to heat an 
energy storage was made. The performed analysis made it 
possible to revel potential energy cost savings while main-
taining thermal comfort parameters and with costs reduc-
tion of peak power for the power system. On the basis of 
these results, following detailed conclusions was made.

The control algorithm described in this work (referred 
as a case 3) causes decreasing of energy consumption by 
HVAC system during peak hours and shifting power 
demand to hours when energy is less expensive. Applying 
this algorithm resulted in increase of energy consump-
tion, regardless of heat capacity of a building. A mod-
est (few percent) increase in energy consumption is not 
a significant problem for the power system because the 
real problem is the power availability. Despite increased 
energy consumption, according to different prices in a 
tariff, users have ability to reduce costs of heating/cool-
ing a building. The developed algorithm allows to reduce 
energy costs without a significant loss of comfort param-
eters. User applying the developed control algorithm of 
TEMS (case 3) gains savings about 16–28 %. On the other 
hand, lack of conscious supervision (case1) will result in 
an increase of energy costs by about 5–8 % annually. This 
indicates a well-matched tariff and energy prices because 
a user would rather gain then lose and therefore the tariff 
will develop awareness of energy use among consumers. 
Two cases considered here extremely differs in thermal 
mass of the building. It means that for real building the 
expected results would be in the range of presented values.

From the point of view of producers, suppliers and sell-
ers of energy the proposed control algorithm of TEMS, 
despite lower gains from sale of energy, gives significant 
benefits for the power system. Smaller profits from sale of 
energy are clearly compensated by decrease in:

•	 the costs of peak generating units as a result of the 
reduction of the maximum peak loads,
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•	 the transmission losses caused by the reduction in 
the maximum power transmitted by the grid,

•	 the costs of modernization of the infrastructure which is 
overloaded only during periods of peak power demand,

•	 the costs of maintaining the so-called "hot reserve"-
for the balance of power in the power system.

Increased energy consumption by consumers do not 
increase a consumption of primary energy. Reduced trans-
mission losses, less overloaded infrastructure and reduc-
tion of maintenance of "hot reserve" units also reduces 
fossil fuels extraction and carbon dioxide emission.

This analysis indicates potential in use of buildings as 
energy storage for the power system. Main goal of com-
mercial energy management systems in buildings is a 
reduction of maintaining costs, while keeping users com-
fort at the same level and ensuring safety. The control algo-
rithm of thermal energy management systems developed 
here not only strongly supports building integration with 
smart grid but also utilizes thermal potential of buildings 
for the benefit of the grid and energy consumers.
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