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Abstract
The nonlinear dynamic analysis provides a more accurate simulation of the structural behavior against earthquakes. On the other hand, this analysis method is time-consuming since the time-step integration schemes are used to calculate the responses of the structure. Wavelet transform is also considered as one of the strong computing tools in studying the properties of the waves. The continuous wavelet transform is a time-frequency study and examines the frequency content of the waves while, the discrete wavelet transform is used to reduce sampling data and also to eliminate the noise of the waves. In this paper, the discrete and continuous wavelet transforms are used to reduce the wave sampling and therefore to reduce the required time for analysis. In this regard, eight near- and far-field earthquakes are studied. The frequency content of the earthquake is investigated by the Fourier spectrum and the continuous wavelet transform. The results show that the first five frequencies for the main earthquakes are similar to those values of earthquakes obtained by wavelet transform. Besides, it is shown that using wavelet transform for the main and decomposed earthquakes indicates that the duration of strong ground motion and the time of dominant frequency occur approximately in the same domain. Finally, it is concluded that the required calculation time reduces to about 80 % with an error less than 6 % when the main earthquake is decomposed by wavelet transform and the approximation waves are used in the nonlinear dynamic analysis.
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1 Introduction
Structural dynamic analysis is divided into linear and nonlinear analyzes. Linear analyzes are more prevalent among engineers due to the simplicity and less time computing. On the other hand, linear analyzes are approximate and do not provide accurate behavior of the structure. In contrast, the nonlinear dynamic analysis provides a precise answer to the behavior of the structure. For this reason, a nonlinear analysis is needed to obtain a more accurate response for a structure [1].

The dynamic response of a structure is determined using the spectrum and time history analysis methods [2]. Generally, for the seismic analysis of important structures [3–5] such as power plants, dams, tall buildings [6, 7], control vibrations [8, 9], and bridges, it is necessary to analyze the structure using time integration methods [2]. While this type of analysis is time-consuming, it is evident that the use of techniques that reduces the duration of dynamic analysis and the computational cost is important [10].

Time history dynamic analysis is one of the most precise methods for predicting the structural responses subjected to the earthquake loads. In the nonlinear dynamic analysis, the effects of higher modes and changes in the pattern of the inertial load are considered due to the softening of the structure. Hence, this type of analysis provides accurate behavior of the structure subjected to the earthquake load. Also, the nonlinear time integration methods are used in analyzing of structures due to the avoidance of existing approximations for the model simplification. In this case there is a higher accuracy than nonlinear static analysis. On the other hand, the nonlinear time history analysis is time-consuming due to the high volume of computing [11]. In this paper, the volume of computations related to nonlinear dynamic analysis has been reduced to over 70 % for the first time by the wavelet theory (WT).

WT has been expanded for about three decades [12]. The history of the use of wavelet theory for dynamic
analysis of the structures dates back to about twenty years ago. From a mathematical point of view, the WT provides more information about the crude wave [13]. An earthquake wave is an unpaved wave since its frequencies do not occur during the entire time of the wave, and also at each time it has different frequencies.

The linear dynamic response of the structures was calculated using a discrete wavelet transform (DWT) that was combined with the Fast Fourier Transform (FFT) method. The results showed that the required time in this method was 50% of the time used in the common analysis and its error was less than 2%.

The WT is divided into two groups (i.e., continuous and discrete). Considering the nature of the earthquake acceleration, DWT is more appropriate. In [14], structures were optimized by adaptive genetic algorithm using wavelet networks to reduce the dynamic computational cost. For this purpose, after separating the high and low frequencies of the earthquake, the number of accelerated earthquake points were reduced, then the wavelet function was used as the stimulation function in the neural network. The analysis time in this method was about 10% of the time used by the neural network, while its error was less than 8%.

Heidari and Majidi [15] reduced the calculations time in the earthquake displacement and velocity curves up to 93% by the discrete wavelet theory. They showed that by using the Haar wavelet function, the calculations could be reduced by an error of less than 5% [15]. In [16], the dynamic analysis of the structure was performed using a wavelet neural network. The error was negligible, while the analysis time was reduced by 90%. In [17], the dynamic response of the structure up to 5 stages was estimated using wavelet transformation. The results showed that by increasing the number of each stage, the required time for the analysis becomes halved and also the error was doubled. The wavelet transform has been also used for assessing the properties of the earthquake [18, 19]. In [20], wavelet theory and genetic algorithm methods were used for earthquake optimization. The error rate was about 2% and the time needed to optimize the structure was 15% of the time in the case the wavelet was not used. In addition, the strong ground motion parameters were calculated using wavelet transform of earthquakes. The results showed that by using a wavelet transform, one can estimate the parameters of the strong ground motion with a negligible error [18]. In [21], the non-linear response spectrum of the structures was calculated by using the wavelet transform. Results showed that the error was less than 10% while the wavelet transform has been used. Optimization of structures using meta-heuristic optimization methods and wavelet transform is also an interesting issue that has attracted the researchers [22].

In this context, a new dynamic fuzzy wavelet neuro-accumulator model was proposed by Jiang and Adeli [23] to control the dynamic responses of three-dimensional building structures. Blachowski and Pnevmatikos [24] proposed a new method in the form of a neural network to attenuate the vibration of the structures subjected to an earthquake.

In this paper, for the first time, the wavelet theory is used for nonlinear dynamic analysis of structures. The aim is to reduce the computational volume using a discrete wavelet transform. To investigate the proposed method, eight near and far field earthquakes are selected from FEMA-P695 [25]. Four earthquakes are known as far-field and the others are categorized as near-field earthquakes. In this paper, each earthquake is first filtered up to 5 stages by wavelet transform. At each stage of the filter, two waves, approximations and details are obtained. Due to the small amount of details in the information, this wave is neglected [15]. The next step is to study the frequency content of the earthquake using the Fourier spectrum and the continuous wavelet transform. At the end, the nonlinear dynamic response of a seven-story structure is studied. For this purpose, the Mallat and Shensa methods are used in the wavelet theory to analyze the dynamic response of the structure. The results showed that the analysis time is reduced by about 80% while the error was about up to 6%.

2 Wavelet transform

Two concepts are important in the wavelet transform: mother functions and scale [26]. The mother functions are used in the continuous wavelet transform and the scale functions are used in the discrete wavelet transform to separate the frequencies. The mother functions and wavelet scale are shown by ψ and φ, respectively. In this paper, the wavelet transform is used discretely and continuously. Therefore, both mathematical principles are discussed below. A wavelet is an alternate, real or imaginary function with a mean of zero and a finite length. Its space is defined as $ψ(t) \in L^2(R)$. The $ψ(t)$ function is called the mother wavelet, and $L^2(R)$ represents the measurable Hilbert space of integrable quadrilateral functions. The $ψ(t)$ function in both the domain and space frequency is used to create a family of wavelets and is shown as follows:

$$ψ_{u, s}(x) = \frac{1}{\sqrt{s}}ψ\left(\frac{x-u}{s}\right).$$
In this case, real numbers $s$ and $u$ are scale parameters and wavelet transforms. For a signal whose target is a wavelet filter, the coordinate space $f(t) \in L^2(R)$ is considered. In addition, $t$ specifies the spatial coordinates. The continuous wavelet transform is equal to the internal multiplication of the signal function (wave) in the wavelet function.

$$Wf(u,s) = f \psi_{s,u} = \frac{1}{\sqrt{s}} \int_{-\infty}^{\infty} f(t) \psi \left( \frac{t-u}{s} \right) dt,$$

where, $Wf(u,s)$ is called the wavelet coefficient for $\psi_{s,u}(t)$.

The integral of the wavelet transform can be written as follows:

$$Wf(u,s) = \frac{1}{\sqrt{s}} \int_{-\infty}^{\infty} f(t) \psi \left( \frac{t-u}{s} \right) dt = \frac{1}{\sqrt{s}} \int f * \psi \left( \frac{t-U}{s} \right) dt = f * \widetilde{\psi}_s(x),$$

where, $\widetilde{\psi}_s(x) = 1/\sqrt{s} \psi(x/s)$.

It should be noted that an important issue to wavelet-based structural analysis is selecting the appropriate so-called mother wavelet. Some functions can generate an accelerogram whose response spectrum is compatible with that of the main earthquake [16, 18, 19]. Basu and Gupta [27] proposed a new theory based on the wavelet to predict the seismic responses of a single degree of freedom system subjected to the earthquake load. Also, Suarez and Montejo [28] used the wavelet transform to produce the artificial earthquake. In this paper, the Haar mother wavelet is used. The good performance of this mother wavelet has been proved in [16, 18, 19, 29].

The mother function of the Haar wavelet and its scale function are defined as follows:

$$\psi(t) = \begin{cases} 1 & 0 \leq t < 0.5 \\ -1 & 0.5 \leq t < 1 \\ 0 & \text{otherwise} \end{cases},$$

$$\varphi(t) = \begin{cases} 1 & 0 \leq t \leq 1 \\ 0 & \text{otherwise} \end{cases}.$$

In the wavelet transform, there are two parameters: scale and transition. The scale parameter is similar to the scale in the maps. Selecting a small value for the scale parameter shows the details while using a large value corresponds to the lack of detail for the wave. Therefore, the scale like a mathematical function compresses or expands a wave. The large scale corresponds to the opening of the wave and the small scales make the wave to compress. The low frequency (large scale) corresponds to the general information of wave and frequency. The high frequencies for a long time are unscathed from the wave, while there are low frequencies throughout the wave. In the continuous wavelet transform, the transmission and scale parameters are continuously changed that this leads to the increase of the computational cost [30]. In the case of discrete wavelet transform, transmission and scale that are considered discretely. Another type of wavelet transform is called wavelet fracture transformation [31]. In the high scales (low frequencies), the sampling rate of time curve points can be reduced in accordance with the Nyquist frequency and therefore, the computational volume reduces. Nyquist sampling is the minimum allowed sampling rate of a continuous wave that can be reconstructed. For a wave with a specific length (number of points), it is possible to remove the high frequencies of the main wave to obtain the approximate wave using the lower filters while in the case of a high pass filter, the low frequencies can be removed and the wave details can be obtained. With the simultaneous effect of these two filters on the wave, it can be divided into two parts with high and low frequencies. The approximation and detailed waves are shown as $A_j$ and $D_j$ respectively for each step. However, the approximation and detailed waves are obtained from the main wave with the number of points equal to the main wave in each stage using these filters. To overcome this problem, a sample reduction is used [32]. In the reduction of sampling points, one is preserved and the other will be deleted. Therefore, the number of points per wave is approximately half of the main wave points (see Fig. 1). After this step, the number of wave points can still be reduced. Because the maximum wave energy is in its approximation and the shape of this part is more similar to the main wave, then the filtering operation for this part is carried out and the wave is divided into two waves. The number of points in each of these waves is about half the number of points in input wave. Although, from a theoretical point of view, this transform can be done for a large number, it should be noted that the approximate part should be similar to the main earthquake for the nonlinear dynamic analysis. In addition, in each
stage, the value of the time step increases that should be considered. It should be noted that the rapid conversion of the wavelet acts like a filter bank [32, 33].

In this method, approximate waves \((A_j)\) and detail wave \((D_j)\) are obtained as follows [32].

\[
A_j = a_{p_j} = \sum_n s(n)h_j^n(n - 2^j k), \tag{6}
\]

\[
D_j = d_{e_j} = \sum_n s(n)g_j^n(n - 2^j k), \tag{7}
\]

where, \(h_j\) is low pass filter and \(g_j\) is high pass filter. The \(h\) and \(g\) filters are also calculated from step \(j\) to the step \(j + 1\) as follows [33].

\[
g_i(n) = g(n) \tag{8}
\]

\[
h_i(n) = h(n) \tag{9}
\]

\[
g_j,(n) = \sum_k g_j^k(n)g(n - 2k) \tag{10}
\]

\[
h_j,(n) = \sum_k h_j^k(n)g(n - 2k) \tag{11}
\]

These equations indicate that this method is similar to the theory of filters and that the rapid wavelet transform corresponds to the filtering of the filter bank. In addition, the filters that are used in the inverse wavelet transformation are shown as follows:

\[
\hat{h}_j(n - 2^j k) = 2^{-0.5}\psi(2^{-j}(t - 2^j k)), \tag{12}
\]

\[
\hat{g}_j(n - 2^j k) = 2^{-0.5}\phi(2^{-j}(t - 2^j k)). \tag{13}
\]

The \(\psi\) and \(\phi\) functions are the mother and scale functions. With \(\hat{h}\) and \(\hat{g}\), the values and the main wave can be reconstructed using the following relationship.

\[
s(n) = \sum_{j=1}^{J} \sum_k a_{p_j} \hat{h}_j(n - 2^j k)
+ \sum_{j=1}^{J} \sum_k d_{e_j} \hat{g}_j(n - 2^j k) \tag{14}
\]

### 3 Equations of motion

In this section, a multi-degree-of-freedom structure is considered subjected to the horizontal acceleration of earthquake \((\ddot{x}_g)\). The dynamic equation of motion for the assumed system can be expressed as follows:

\[
[M]\ddot{x}(t) + [C]\dot{x}(t) + [F]x(t) = -[M]\ddot{x}_g(t), \tag{15}
\]

where \([C], [M], [F], x, \dot{x}, \ddot{x}\) and \(\ddot{x}_g\) show the damping matrix, mass matrix, displacement vector, velocity vector, acceleration vector and influence vector, respectively. Also, \(F_x[x(t), \dot{x}(t)]\) shows the relation between lateral force and displacement for a nonlinear system. Assuming that the damping matrix is classic and obeys from the Rayleigh damping. Therefore, the numerical solution for the equations of motion in Eq. (14) can be obtained using various numerical methods such as Newmark Method [34]. It should be noted that in this paper, the damping ratio for all modes is considered to be equal to 0.05.

### 4 Non-linear material specification

In this paper, the OpenSees software [35] is used for nonlinear dynamic analysis of the structure. In this regard, one of the default nonlinear material (Steel 01) is used. The stress-strain curve of steel 01 is modeled as has been shown in Fig. 2. The steel 01 model has kinematic hardening behavior and optional isotropic hardening behavior. As shown in Fig. 2(b), it can be seen that, in the case of non-isotropic hardening, the area under the hysteresis loops remains almost constant. In this paper, isotropic hardening behavior is neglected.
In Fig. 2(a), the parameters $F_y$, $E_0$ and $b$ are shown the yield stress, the initial elasticity modulus, and the strain hardening ratio, respectively. In this paper, these parameters are considered to be $2.354 \times 10^8$ (N/m$^2$), $2 \times 10^{11}$ (N/m$^2$) and, 0.02 respectively. In addition, the nonlinear beam-column element [35] is used to model the beam and column sections.

5 Selected earthquakes

In this section, a set of suitable earthquakes are selected in order to do the nonlinear dynamic analysis of the structure. According to Chandler's classification [36], the accelerograms are divided into three sets based on their (PGA/PGV) ratios where PGA and PGV show the peak ground acceleration and velocity of the earthquake, respectively. In this classification, records with PGA/PGV < 0.8 g/(m/sec) are classified in low PGA/PGV range, whereas those with PGA/PGV > 1.2 g/(m/sec) are classified as having high (PGA/PGV) ratios. Records with (PGA/PGV) between 0.8 and 1.2 g/(m/sec) are classified as the intermediate (PGA/PGV) range [4, 6, 36, 37]. In this paper, eight-earthquakes have been used to examine the proposed method.

In this regard, four earthquakes are categorized as far-field and the others are known as near-field earthquakes [25]. In Table 1, the characteristics of the selected earthquakes for far- and near-field earthquakes are shown respectively. As it has been shown in Table 1, all three sets based on the Chandler's classification have been selected.

Firstly, the acceleration response spectrum of a near- and a far-field earthquake has been shown in Fig. 3 to show the performance of the Harr mother wavelet in finding the responses of the structures. This figure shows proper compliance between the response spectrum calculated from the main earthquake and the earthquake obtained from the wavelet decomposition by Haar mother wavelet.

Based on the above-mentioned statement for the discrete wavelet transform (DWT), the time history of acceleration for the main earthquakes and the detail signal obtained from DWT are plotted in Fig. 4. As it can be seen, the wavelet filters have a good overlap with the main selected earthquakes.

<table>
<thead>
<tr>
<th>Type</th>
<th>Earthquake</th>
<th>PGA (m/s$^2$)</th>
<th>PGV (cm/s)</th>
<th>PGD (cm)</th>
<th>Time Step</th>
<th>PGA/PGV (g . sec/m)</th>
<th>Record</th>
</tr>
</thead>
<tbody>
<tr>
<td>Near</td>
<td>Duzce</td>
<td>3.96</td>
<td>71.15</td>
<td>49.69</td>
<td>0.005</td>
<td>0.57</td>
<td>5177</td>
</tr>
<tr>
<td></td>
<td>Gazli</td>
<td>8.47</td>
<td>67.65</td>
<td>20.71</td>
<td>0.0066</td>
<td>1.28</td>
<td>1984</td>
</tr>
<tr>
<td></td>
<td>Imperial Valley</td>
<td>2.64</td>
<td>24.80</td>
<td>9.29</td>
<td>0.01</td>
<td>1.08</td>
<td>5159</td>
</tr>
<tr>
<td></td>
<td>Irpinia</td>
<td>2.22</td>
<td>36.98</td>
<td>13.12</td>
<td>0.0024</td>
<td>0.61</td>
<td>16392</td>
</tr>
<tr>
<td></td>
<td>Landers</td>
<td>2.78</td>
<td>35.40</td>
<td>29.92</td>
<td>0.005</td>
<td>0.80</td>
<td>7180</td>
</tr>
<tr>
<td></td>
<td>Chi-Chi</td>
<td>3.33</td>
<td>65.00</td>
<td>34.93</td>
<td>0.005</td>
<td>0.52</td>
<td>18000</td>
</tr>
<tr>
<td>Far</td>
<td>Superstition</td>
<td>3.50</td>
<td>48.07</td>
<td>19.27</td>
<td>0.005</td>
<td>0.74</td>
<td>11999</td>
</tr>
<tr>
<td></td>
<td>Northridge</td>
<td>4.34</td>
<td>59.29</td>
<td>15.48</td>
<td>0.01</td>
<td>0.75</td>
<td>2999</td>
</tr>
</tbody>
</table>

Fig. 3 Acceleration response spectrum (a) Duze earthquake, (b) Landers earthquake
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(f) Superstition earthquake

(h) Northridge earthquake

Fig. 4 The wavelet decomposition for the main earthquakes
6 Dominant frequencies of waves
In this section, ten dominant frequencies of selected earthquakes (see Table 1) and wavelet filters are investigated. Fig. 5 shows the Fourier spectrum of each wave. The purpose of this work is to study the frequency of waves. In Fig. 5, the horizontal and vertical axis include the frequency number and the frequency value, respectively.

Considering Fig. 5, it can be concluded that the first five frequencies for the main earthquakes are similar to those values of earthquakes obtained by WT. Therefore, it can be concluded that the $A_2$ wave, with a reduction of 75% of the calculations, is almost effective for all earthquakes. In addition, it can also be concluded that the values of error for the far-field earthquakes is less than near-field earthquakes.

![Graphs showing dominant frequencies for main earthquakes](image)

**Fig. 5 (a-f) Dominant frequencies for the main earthquakes**
7 Studying the time-frequency diagram for the selected earthquakes

In this section, using the definition of discrete and continuous wavelet transforms, the time-frequency diagram of the earthquakes is plotted in Fig. 6. It should be noted that the purpose of these graphs is not to obtain the dominant frequencies, but the purpose of these graphs is to determine the time of dominant frequencies (a time range that most frequencies occur in it). In fact, based on Figs. 4 and 6, it can be concluded that for all studied earthquakes, the time of dominant frequencies is similar in the Figs. 4 and 6. For example, in Figs. 4(b) and 6(b), the time of strong ground motion and the time of dominant frequencies are similar. In Fig. 6, the use of the wavelet transform has eliminated high frequencies, which has had little effect on the response of the structure (see Figs. 3–4). Still, it has dramatically reduced the amount of computational cost.

8 A Numerical example for studying the effect of dwt on the nonlinear dynamic analysis

8.1 Roof displacement

In this section, a non-linear time history analysis of a seven-story structure is discussed. The geometric characteristics of the structure and the used sections for the beams and columns are shown in Fig. 7.

In Fig. 8, the response of reference node (see Fig. 7) is shown for various earthquakes. With reference to Fig. 8, it can be seen that $A_3$ is the best alternative to the main earthquake in all studied earthquakes for computing the displacement of the reference node that reduces the computational costs over 85% in the nonlinear dynamic analysis.

The results for the maximum displacement of the reference node are shown in Tables 2 and 3. Considering these tables, it can be concluded that except for Gazli and Chi-Chi earthquakes, in all earthquake $A_3$ wave is the best alternate earthquake wave by reducing the computational costs to about 85%. Also, in all earthquakes, $A_1$ wave is the best alternate earthquake wave by reducing the calculations by 50%.

8.2 Base shear

In Fig. 9, the time history of base shear is shown for various earthquakes. With reference to Fig. 9, it can be seen that $A_3$ in all studied earthquakes is the best alternative to the main earthquake by reducing the computational costs up to 85%.

The results of the max base shear are shown in Tables 4–5. With regard to the results of these tables, it can be concluded that except for the Gazli and Chi-Chi earthquakes, in all earthquakes, $A_3$ wave is the best alternative wave for the earthquake by reducing the computational costs to about 85%. Also, in all earthquakes, $A_1$ wave is the best alternate earthquake wave by reducing the calculations to about 50%.

8.3 Drift ratio

The drift ratio of the studied building subjected to the different earthquakes is shown in Fig. 10. With reference to Fig. 10, it can be seen that $A_3$ is the best alternative to the main earthquake for all earthquakes by reducing the computational costs to about 85%.
Fig. 6 Time-frequency diagram of the main earthquakes

(a) Duze earthquake
(b) Landers earthquake
(c) Gazli earthquake
(d) Chi-Chi earthquake
(e) Imperial Valley earthquake
(f) Superstition earthquake
(g) Irpinia earthquake
(h) Northridge earthquake
9 Conclusions

In this paper, for the first time, the discrete and continuous wavelet transform is used for nonlinear dynamic analysis of structures. In fact, since a nonlinear dynamic analysis which provides a more accurate simulation of the structural behavior against the earthquake load is time-consuming, the main aim is to reduce the computational costs using the wavelet transform. For this purpose, eight near- and far-field earthquakes are selected from FEMA P695. Each earthquake is first filtered up to 5 stages by wavelet transform. At each stage of the filter, two waves (i.e. approximation and detail) are obtained. Due to the small details in the detail wave, this wave is neglected. The next step is to study the frequency content of the earthquake using the Fourier spectrum and the continuous wavelet transform. The results show that the first five frequencies for the main earthquakes are similar

![Fig. 7 The elevation of studied structure and used sections](image)

**Near-field earthquakes**

![Near-field earthquakes](image)

**Far-field earthquakes**

![Far-field earthquakes](image)

**Fig. 8 (a-d) Reference node displacement response for the main earthquakes**
Near-field earthquakes

![Near-field earthquakes graph](image)
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![Far-field earthquakes graph](image)

(e) Imperial Valley earthquake
(f) Superstition earthquake
(g) Irpinia earthquake
(h) Northridge earthquake

Fig. 8 (e-h) Reference node displacement response for the main earthquakes

Table 2 Maximum displacement for the reference node

<table>
<thead>
<tr>
<th>Wave</th>
<th>Near-field</th>
<th>Far-field</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Duze</td>
<td>Gazli</td>
</tr>
<tr>
<td>Main</td>
<td>22.81</td>
<td>34.40</td>
</tr>
<tr>
<td>$A_1$</td>
<td>22.87</td>
<td>37.65</td>
</tr>
<tr>
<td>$A_2$</td>
<td>22.91</td>
<td>40.28</td>
</tr>
<tr>
<td>$A_3$</td>
<td>23.47</td>
<td>49.67</td>
</tr>
<tr>
<td>$A_4$</td>
<td>24.87</td>
<td>77.36</td>
</tr>
<tr>
<td>$A_5$</td>
<td>25.98</td>
<td>124.91</td>
</tr>
</tbody>
</table>

Table 3 The percentage error for the maximum displacement of the reference node

<table>
<thead>
<tr>
<th>Wave</th>
<th>Near-field</th>
<th>Far-field</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Duze</td>
<td>Gazli</td>
</tr>
<tr>
<td>$A_1$</td>
<td>0.27</td>
<td>9.45</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.42</td>
<td>17.10</td>
</tr>
<tr>
<td>$A_3$</td>
<td>2.88</td>
<td>44.39</td>
</tr>
<tr>
<td>$A_4$</td>
<td>9.00</td>
<td>46.97</td>
</tr>
<tr>
<td>$A_5$</td>
<td>13.88</td>
<td>124.91</td>
</tr>
</tbody>
</table>
Near-field earthquakes

(a) Duze earthquake

(b) Landers earthquake

Far-field earthquakes
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(f) Superstition earthquake

Fig. 9 (a-f) The time history of the base shear for the main earthquakes
Table 4 The maximum values of base shear for the structure subjected to the different earthquakes

<table>
<thead>
<tr>
<th>Wave</th>
<th>Near-field</th>
<th>Far-field</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Duze</td>
<td>Gazli</td>
</tr>
<tr>
<td>Main</td>
<td>5.02</td>
<td>6.12</td>
</tr>
<tr>
<td>$A_1$</td>
<td>5.03</td>
<td>6.42</td>
</tr>
<tr>
<td>$A_2$</td>
<td>4.98</td>
<td>6.76</td>
</tr>
<tr>
<td>$A_3$</td>
<td>5.25</td>
<td>7.55</td>
</tr>
<tr>
<td>$A_4$</td>
<td>5.11</td>
<td>7.67</td>
</tr>
<tr>
<td>$A_5$</td>
<td>5.48</td>
<td>7.35</td>
</tr>
</tbody>
</table>

Table 5 The percentage of error in the calculation of the maximum base shear for the structure subjected to the different earthquakes

<table>
<thead>
<tr>
<th>Wave</th>
<th>Near-field</th>
<th>Far-field</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Duze</td>
<td>Gazli</td>
</tr>
<tr>
<td>$A_1$</td>
<td>0.19</td>
<td>4.88</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.75</td>
<td>10.49</td>
</tr>
<tr>
<td>$A_3$</td>
<td>4.52</td>
<td>23.32</td>
</tr>
<tr>
<td>$A_4$</td>
<td>1.70</td>
<td>25.29</td>
</tr>
<tr>
<td>$A_5$</td>
<td>9.10</td>
<td>20.18</td>
</tr>
</tbody>
</table>

to those values of earthquakes obtained by wavelet transform. In addition, it is shown that using wavelet transform, the time of strong ground motion is similar to the time of dominant frequencies. At the end, the nonlinear dynamic response of a seven-story structure is studied. For this purpose, the Mallat and Shensa methods are used in the wavelet theory to analyze the dynamic response of the structure. The results showed that the analysis time is reduced about 80% while the error is about up to 6% when the main earthquake is decomposed by wavelet transform and the approximate waves are used in the nonlinear dynamic analysis.
Near-field earthquakes

Far-field earthquakes

(a) Duze earthquake

(b) Landers earthquake

(c) Gazli earthquake

(d) Chi-Chi earthquake

(e) Imperial Valley earthquake

(f) Superstition earthquake

(g) Irpinia earthquake

(h) Northridge earthquake

Fig. 10 Base shear curve for the main earthquakes
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