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Abstract

Rocks exhibit beyond-Hookean, delayed and damped elastic, behaviour (creep, relaxation etc.). In many cases, the Poynting–

Thomson–Zener (PTZ) rheological model proves to describe these phenomena successfully. A forecast of the PTZ model is that the 

dynamic elasticity coefficients are larger than the static (slow-limit) counterparts. This prediction has recently been confirmed on 

a large variety of rock types. Correspondingly, according to the model, the speed of wave propagation depends on frequency, the 

high-frequency limit being larger than the low-frequency limit. This frequency dependence can have a considerable influence on 

the evaluation of various wave-based measurement methods of rock mechanics. As experience shows, commercial finite element 

softwares are not able to properly describe wave propagation, even for the Hooke model and simple specimen geometries, the 

seminal numerical artefacts being instability, dissipation error and dispersion error, respectively. This has motivated research on 

developing reliable numerical methods, which amalgamate beneficial properties of symplectic schemes, their thermodynamically 

consistent generalization (including contact geometry), and spacetime aspects. The present work reports on new results obtained 

by such a numerical scheme, on wave propagation according to the PTZ model, in one space dimension. The simulation outcomes 

coincide nicely with the theoretically obtained phase velocity prediction.
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1 Introduction
"Rocks flow" – they show deviation from prompt elas-
tic behavior, exhibiting creep and relaxation; in general: 
delayed and damped response. Probably due to the many 
levels of various mesoscopic length scales in the struc-
ture of a rock [1] (see also [2] on principles and [3, 4] for 
related effects), the dampings and delays can be observed 
at various time scales: seconds, hours, days, years each. 
Knowing these time scales is important and beneficial: by 
performing a civil engineering technological step faster 
than the time scale of a disadvantageous effect, we can 
prevent the full development of that effect in a simpler and 
cheaper way. In other cases, waiting can be more benefi-
cial: then we have to address a smaller remaining problem, 
rather than to put much effort in immediately treating the 
whole change to come.

A concrete example where one can benefit from moni-
toring/sampling the time dependence of the state of rocks, 
more closely, of their viscoelastic or rheological behavior, 

is the Anelastic Strain Recovery (ASR) method [5–7] 
where in situ stress is determined from how – and from 
what initial state – borehole rock samples relax during, say, 
ten days after brought to stress-free boundary condition. 
The rheological model proved necessary for interpreting 
the obtainable time series data is a Kluitenberg-Verhás 
model (in both the deviatoric part and the spherical one). 

The Kluitenberg-Verhás model is best understood as the 
logical generalization of the Kelvin-Voigt and Poynting-
Thomson-Zener (PTZ) models. Namely, the phenome-
non of creep – exponentially declining increase of strain 
for constant stress –, experimentally observed for vari-
ous solid materials, can be explained by an extension of 
Hooke’s law with an additional term proportional to the 
time derivative of strain (a term describing viscosity in 
solids): this is the Kelvin-Voigt model. Next, some mate-
rials exhibit not only creep but also the analogous phe-
nomenon of relaxation – exponentially declining decrease 
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of stress for constant strain –, modelling which can be 
done by having another additional term, the time deriv-
ative of stress, in the material law: this is the PTZ model. 
Finally, the thermodynamical interpretation of the PTZ 
model given in [8–11] necessitates the assumption of an 
additional thermodynamical state quantity – a so-called 
internal variable –, and the outcome is actually an even 
more general model, the Kluitenberg-Verhás one, which 
enables one further additional term, proportional to the 
second time derivative of strain.

While the complete Kluitenberg-Verhás model finds 
application e.g. in the above-mentioned ASR method, 
in many practical cases, the PTZ framework – on which 
we focus in the present work – proves to be satisfactory. 
This model (with stress, strain, and their first time deriva-
tives) already makes the prediction that measurements of 
the elasticity coefficients (Edev = 2G, Esph = 3K) that assume 
a Hooke model behind obtain results that depend on how 
fast the measured process occured. A consequence of the 
second law of thermodynamics is that dynamic values 
must be larger than static ones. This prediction has been 
confirmed recently for many various types of rock [12–14].

For the Hooke model with the force equilibrium 
assumption (i.e., neglecting the material time derivative 
of velocity in the Cauchy momentum equation), analyti-
cal calculations are also available for simple yet relevant 
– symmetric enough – geometries and boundary condi-
tions. One possibility to extend such calculations to rheo-
logical models is Volterra's principle. In practice, however, 
this proves to be a principal possibility only, both because 
stress boundary condition, the one relevant for most rock 
mechanical problems, is difficult to realize in Volterra's 
approach and because calculating the involved operator 
inverses is mathematically involved. An alternative solu-
tion is a recent approach that is also inspired by Volterra's 
principle but is well-suited to stress boundary problems 
and requires only solution of a set of linear ordinary dif-
ferential equations [15–19].

Notably, the force equilibrium assumption neglects tran-
sients and wave propagation. Time dependence is present 
in the processes, as a result of time dependent boundary 
conditions (modelling, e.g., gradual opening of a tunnel). 
Nevertheless, for a class of applications, like evaluation of 
acoustic, resonance-based, and seismic measurements, the 
description of transients and waves would also be necessary.

Dropping the force equilibrial approximation (i.e., 
keeping the material time derivative of velocity in 
the Cauchy momentum equation) makes analytical 

calculations considerably more difficult. Although analyt-
ical results are available (see, e.g., [20]) for some simplest 
geometric settings and mostly for a real constant visco-
elastic Poisson's ratio (an assumption that is not valid for 
the PTZ model), to go beyond, one may be forced to apply 
a numerical solution. What can commercial finite element 
softwares offer for such problems? Well, the situation is 
discouraging. Even for Hookean wave propagation [21] 
– and also for wavelike beyond-Fourier models for heat 
conduction [22, 23] –, the solution requires large mem-
ory demand, large computational time, and the outcome is 
infected with numerical artefacts: instability, dissipation 
error (artificial decrease of amplitudes and energies), and 
dispersion error (artificial oscillations near fast changes) 
[more details are given in Section 3.2 below]. All these 
hold for already the simplest settings of a homogeneous 
one-dimensional sample.

This has led our research group to develop, similarly 
to recent research activity worldwide [24–33], some own 
numerical methods, which outperform the commercially 
existing ones, in each of these aspects. We intend to bene-
fit from the following principles:

• the powerful symplectic methods for reversible 
systems,

• the second law of thermodynamics, which acts not 
only as a consistency requirement but, being realized 
as the mathematical asymptotic stability property of 
thermodynamical models, can help in stability of the 
numerical scheme as well [29–30], and

• spacetime aspects encoded in the basic equations of 
the model: e.g., the balances of mass, of momentum, 
and of energy are actually a spacetime divergence of 
a spacetime tensor.

Such a finite difference scheme has been successfully 
built, its resistance against numerical artefacts has been 
ensured through accuracy and stability analysis, and test 
runs have proved that the scheme is precise and fast with 
low memory demand [21], both for Hooke and PTZ models.

Here presented is a next logical step: investigation 
of the velocity of waves in the PTZ model via this novel 
scheme, now that one has such a possibility of simulat-
ing wave propagation reliably. Travel of a single stress 
excitation "bump" along a one-dimensional sample is fol-
lowed numerically, and the velocity of the tip is numer-
ically determined. For comparison, the analytical deri-
vation of the dispersion relation is utilized to determine 
the phase velocity and the group velocity as functions 
of frequency. High-frequency velocities are larger than 
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the lower-frequency ones (in tune with that the dynamic 
Young's modulus is larger than the static one). The numer-
ically found velocity values are in nice agreement with the 
theoretical phase velocity prediction.

2 The Kluitenberg–Verhás rheological model family
A brief introduction of the Kluitenberg-Verhás rheologi-
cal model family is presented first, to serve as a princi-
pal background [8–11], and to show how thermodynam-
ics reveals that experimentally found dynamic coefficients 
cannot be smaller than their static counterpart. We start 
with a homogeneous and isotropic Hooke material in the 
small-strain approximation, excluding plastic changes, 
damage, and other similar complications, and assume no 
remarkable temperature changes (consequently, heat con-
duction and thermal expansion are also neglected here). 
Stress σ is only an elasticity originated σ̅, the stress-strain 
relationship being

�� �� ��� �E Edev dev sph sph  (1)

with the spherical and deviatoric components and elastic 
coefficient constants
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With constant specific heat capacity cσ and mass den-
sity ρ, specific internal energy is the following function of 
absolute temperature T and of strain:
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and satisfies the balance of internal energy (heat neglected)

  e tr� � �����  (4)

[overdot denoting time derivative; see also Eq. (9)]. The cor-
responding specific entropy, satisfying the thermodynam-
ical Gibbs relation de Tds tr d� � � �1


�� ��  and its consequence
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is

s c T
T

� �� ln
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 (6)

with an arbitrarily auxiliary constant T*, and the balance 
of entropy is

 s s� �  (7)

with zero entropy production πs̅ (in agreement with that 
the Hooke system is reversible). In addition, the balance 
of momentum is

 �
�

v � � ��� ,  (8)

with the velocity field v, which is kinematically related to 
the change rate of strain according to

�
� �

�� � �� � ��� �1

2
v v .  (9)

We extend this initial model by applying the methodol-
ogy of internal variables (more specifically, of dynamical 
degrees of freedom) with an assumed additional symmet-
ric tensorial state quantity ξ, corresponding to that rheol-
ogy manifests itself mainly in the mechanical behavior. It 
suffices to assume the simplest nonequilibrium thermody-
namical extension of entropy,

s e s e tr�� �� �� ��, , , ,� � � � � � 1
2

2  (10)

where the coefficient 1/2 is fixed using the freedom in res-
caling ξ, with the possible consequence that, if one has a 
direct physical interpretation for the additional state vari-
able then an appropriate multiple of that quantity is the ξ 
here – typically, one does not have a direct intepretation 
but only  some indirect hint. This is actually a virtue of the 
method of internal variables: even without detailed knowl-
edge about the phenomena in the background, useful and 
widely applicable models can be derived.

Analogously to Eq. (7), entropy production πs can be 
computed as ϱṡ and, in virtue of Eq. (10) and the time 
derivative version of the Gibbs relation Eq. (5), proves to be

 (11)

where σ̂ denotes the rheology-originated addition in stress 
with respect to the previous, elastic, stress σ̅, i.e., σ = σ̅ + σ̂. 
The Onsagerian way to ensure the non-negativeness of 
this entropy production is to consider linear equations

 (12)
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with positive definite matrices of coefficients
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With our assumptions above, these coefficients can 
be regarded as constants. Then the internal variable, for 
which we do not have direct access, can be eliminated – by 
appropriately combining equations and their time deriva-
tive –, with the result [in which we have switched from σ̂ to 
the measurable total σ = σ̅ + σ̂ and applied Eq. (1)]

 (14)

which is the Kluitenberg-Verhás model in both the devi-
atoric and the spherical parts. Positive definiteness of 
entropy production [hence, of the matrices Eq. (13)] results 
in the conditions

 (15)

A number of classic rheological models, namely, the 
Kelvin-Voigt, Maxwell, Jeffrey, and, most importantly for 
the subsequent considerations, the PTZ model

 (16)

are covered by the Kluitenberg-Verhás model family.
It is important to note that these rheological models 

are such simple only in the deviatoric-spherical decom-
position but not in the traditionally used longitudinal and 
transversal strains. In practice, fitting of rheological coef-
ficients is possible only after longitudinal and transversal 
strain data are transformed into the deviatoric and spher-
ical combinations.

3 The PTZ model in one spatial dimension
3.1 The set of equations
In 1D, the kinematic relationship between velocity and 
strain Eq. (9) reduces to

�
�

�
�
�

�
t

v
x

,  (17)

the balance of momentum Eq. (8) to
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and the PTZ model Eq. (16) to

 (19)

E interpretable as Young's modulus, Ê as the viscosity 
related coefficient, and τ as relaxation time. These three 
equations form the basis of what follows below, together 
with the inequality [see Eq. (15)]

 (20)

for the 'index of damping' Î (hereafter, we exclude the 
degenerate 'doubled Hooke' subcase Î = 0).

3.2 Hookean waves – what commercial FEM software 
can offer 
In [21], the Hooke case (τ = 0, Ê =0) was realized in the 
FEM software COMSOL, a promising environment for 
modelling as the user’s own model equations can also be 
added. The results were disappointing. With large memory 
demand and large computational time, the outcome was 
poor, exhibiting numerical artefacts: instability, dissipa-
tion error, and dispersion error. With a single stress pulse 
applied on one end of the sample, which should arrive 
undistorted periodically at the other end (see Figs. 1–2), 
some typical findings are displayed in Figs. 3–5.

In addition to the numerical problems, if someone needs 
many runs with different model coefficients then the time 
and memory demand also make the available built-in FEM 
methods impractical.
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Fig. 1 A single stress pulse: a snapshot of the distribution of stress 
along the sample at the moment the pulse is fully born at the left end of 

the sample
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3.3 The principles behind our finite difference scheme
This failure has motivated us to invent a novel finite differ-
ence scheme, which is a second-order accurate extension 
of a symplectic Euler method reinterpreted as discretized 
quantity values are bookept according to a pattern that is 
staggered with half space and time step shifts both [21], 
see Fig. 6.

In formulae, discrete space and time values are chosen as

x n x n N

t j t j J

n

j

� � � �

� � � �

, , , , ,

, , , , ,

0 1

0 1
 (21)

and discrete values of stress and strain are prescribed to 
these spatial and temporal coordinates:

� �n
j

n
j j

nt xand at , ,  (22)

while velocity values are placed half-shifted with respect 
to stress and strain values both in space and time:

v t t x x
n
j j
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�
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�

1 2

1 2

2 2
/

/
, .at  (23)

Fig. 2 The expected time dependence of stress at the right endpoint: 
The stress pulse should arrive at the right endpoint periodically as 

the function of time in an undistorted shape since wave propagation 
velocity is a frequency independent constant in the Hooke model

Fig. 3 COMSOL outcome produced with the Backward Differentiation 
Formula order 2 setting. Both dissipation error (artificial decrease of 

the amplitude) and dispersion error (artificial oscillations emerging) are 
observable

Fig. 4 COMSOL outcome produced with the Backward Differentiation 
Formula order 5 setting. Dispersion error is particularly dominant

Fig. 5 COMSOL outcome produced with the Dormand–Prince method. 
Both dissipation error and dispersion error are visible. A fourth setting, 

the Runge–Kutta base scheme RK34 performs the best, there these 
artefacts are smaller (but definitely present, nevertheless)

Fig. 6 Visualization of the finite difference numerical scheme. Velocity 
values stay at triangles, strain and stress values at rhombuses, filled 
symbols denote values calculated via the scheme, while empty ones 

represent initial and boundary conditions. First (arrows 1), new 
velocities are determined from Eq. (24), then (arrows 2) new strains 
according to Eq. (25), and finally (arrows 3) new stress values are 

obtained from Eq. (27) (dashed arrow: not present in the Hooke case). 
Grey indicates initial condition values, which are typically known for 
a whole time interval in practice. In case the 'grey dashed triangles' 

are not available then an explicit Euler step can be used to produce the 
'white dashed triangles' from the half-grey-half-white triangles and 

rhombuses (the initial-time values) for starting the scheme
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With these conventions, the continuum equations are 
discretized as
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with α = 1/2 to provide second order accuracy of the 
scheme. Here, the last equation looks implicit but can 
actually be rewritten in explicit form:

 (27)

3.4 Our outcomes
As reported in [21], the same pulse as the one applied in 
the FEM realizations (Fig. 1) remains undistorted with 
our scheme even after many bouncings back from the end-
points of the 1D sample in the Hooke case (Figs. 7–8). For 
a PTZ simulation, the results are shown in Figs. 9–10.

4 Dispersion relation and velocity
4.1 Slow and fast limit
Analyzing the set of Eqs. (17)–(19) reveals that the PTZ 
model admits two distinguished time scales, τ and
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Fig. 7 Snapshot of the stress pulse right before its 15th bouncing back 
from the boundary, in the Hookean case

Fig. 8 Spacetime picture of Hookean wave propagation. The calculation 
is fast, memory demand is low, and there is no need for a fine mesh 
– already 25 space cells produce a stable and correctly interpretable 

outcome

Fig. 9 The shape of the pulse right before its 7th bouncing, for the PTZ 
model with ratio of ‘fast’ and ‘slow’ wave speeds  (see more on the 

notations later). The originally unit-sized pulse has decreased due to 
rheological dissipation. A widening slower tail can also be observed – 

see its explanation below

Fig. 10 Spacetime picture in the PTZ case. The tip of the pulse 
propagates with remarkably constant speed despite the dissipating 

pulse height and the widening tail. The calculation is similarly fast and 
memory efficient as in the Hooke case
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the inequality following from Eq. (20). For phenomena 
much slower than these time scales, the rule-of-thumb 
approximation of keeping only the lowest time derivative 
for any quantity present in Eq. (19) gives the Hooke model

� �� E ,  (29)

formally the τ → 0, Ê → 0(τ̂ → 0) limit of Eq. (19). The sys-
tem of Eqs. (17)–(18), Eq. (29) leads to a wave equation for 
v, σ, ε each, with wave speed

c E
�

�
.  (30)

On the other side, for processes much faster than the two 
time scales, keeping the highest time derivatives leads to

 (31)

that is, for stress and strain changes (e.g., for deviations 
from initial values), the system effectively behaves like a 
Hooke one, with dynamic Young's modulus

 (32)

The corresponding effective wave equation possesses 
the wave speed

 (33)

4.2 Dispersion relation 
For a more rigorous and closer investigation of these 
aspects, the dispersion relation can be derived:
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Analogously can one obtain

 

The functions eikx with all –∞ < k < ∞ form a complete 
set, i.e., any  dependent function can be expressed as a 
linear combination of them. (Or, in a finite space region, 
the boundary conditions restrict k to a discrete infinite 
sequence.) When a solution of a rheological wave equation 
is expanded, the expansion coefficients are time depen-
dent: the solution can be written as e–iωteikx, where ω may 
be complex (while k must be real to ensure a complete and 
orthogonal set of functions), and by substituting the form 
e–iωteikx into the rheological wave equation, the relationship 
between ω and k turns out to be
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Both results confirm the findings above (Eq. (30) and 
Eq. (33), respectively).
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This is a point where we can see the importance of the 
PTZ model. Namely, when measuring Young's modulus 
(or, in 3D, the two elasticity coefficients) of a solid, the 
speed of uniaxial loading, or the frequency of sound in 
a wave-based measurement, may influence the outcome 
and a sufficient interpretation may come in terms of a PTZ 
model. Indeed, in rock mechanics, dynamic elastic mod-
uli are known to be larger than their static counterparts 
[13–15], in accord with the thermodynamics-originated 
inequality in Eq. (32b) (or its 3D version).

4.4 Group velocity
For modelling realistic signals, a mixture of modes e–iωteikx 
with various k (and, correspondingly, various ω) is needed. 
If the signal contains a continuous collection of values k 
with a Gaussian distribution around a k0 then the signal is 
of Gaussian form in space (in x), the peak of which travels 
with the so-called group velocity, which can be calculated as

v
d
dk

kgroup �
� � � �Re

.
�

0
 (45)

The detailed argument for this formula can be found, e.g., 
in [34].

It is the existence of more than one mode in a signal 
that makes the gradually widening tail of the pulse also 
understandable. Namely, the front moves with ĉ, the high-
est phase speed available, while slower modes gradually 
stay behind, propagating with smaller speeds nearer to c.

4.5 Simulation and its results
As we could observe in Fig. 10, the tip of the pulse moves 
with apparently constant velocity between any two bounc-
ings. This enables us to – numerically – measure this 
velocity. Here the result of this is reported, where the pulse 
width τb has been varied in a wide range. The numerically 
measured tip velocity is plotted in Fig. 11, as the function 
of the corresponding real frequency part Re� �

�
�
2

b
.

5 Conclusions
The obtained numerical pulse velocity seems to repro-
duce the theoretically derived phase velocity curve nicely. 
This is good news. On the other side, being aware of that 
no finite-time signal can contain a single frequency mode, 
it is surprising that the frequency distribution (the mode 
content) in the signal has such a little effect in deviating 
the pulse velocity from the phase velocity value.

As an example, a Gaussian distribution of modes would 
lead to a wave packet that propagates with the group 

velocity. Interestingly, even the nearly-Gaussian-in-posi-
tion packet – with a nearly Gaussian-in-frequency mode 
content – is found to follow the phase velocity curve better 
than the group velocity curve. This aspect may need fur-
ther investigation.

Actually, in addition to the notions of phase velocity, 
group velocity, and pulse wave velocity, signal velocity and 
front velocity are also introduced in the literature. Further 
work is needed to identify how one or some of these can 
be realized numerically – either as the tip velocity defined 
here or in some other way.

In parallel, be the numerical scheme as powerful as 
found in [21], there may be limitations coming from the 
very fact that it is an explicit finite difference scheme. For 
comparison, a – similarly intelligent – implicit scheme 
could also be applied for this same investigation.

Another possibility is an analytical or partially analyt-
ical calculation for the continuum system itself, possibly 
used for a spectral numerical approximation (a one that is 
principally very different from the spacetime numerical 
approximation utilized here).

When a satisfactory level of understanding is reached 
then extension to spatially 2D and 3D is reasonable, pos-
sibly with a versatility of FEM in order to cope with arbi-
trary geometries, and then the present line of investigation 
can be applied for the various wave-based measurement 
methods used in rock mechanics (see, e.g., [35]).

Fig. 11 Numerically measured velocity as the function of the real part 
of frequency for the PTZ model. Two pulse shapes have been taken, one 
being a half period of a cosine function and the other being a Gaussian 

packet (with its infinite tails truncated at an appropriately large distance 
from the center of the packet). For both pulse shapes, a good agreement 

with the phase velocity curve can be observed. For comparison, the 
group velocity curve is also plotted
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Nomenclature
t, ∆t  time variable, discrete time step
x, ∆x  space variable, discrete space step
j = 0,1, ..., J index for the time variable
n = 0,1, ..., N index for the space variable
α  parameter for the numerical scheme
Edev = 2G deviatoric elasticity coefficient
Esph = 3K spherical elasticity coefficient
E  Young's modulus (static/slow limit)
E∞  Young's modulus (dynamic/fast limit)
σ  stress
ε  strain
ρ  mass density
v  velocity
T, T*  temperature, auxiliary temperature value

cσ  isobaric specific heat capacity
e  mass-specific internal energy
s  mass-specific entropy
πs  entropy production (rate)
ξ  internal variable, a symmetric tensor
lij  Onsagerian coefficients
Ê  viscosity-related coefficient
Ê̂   Verhás coefficient
τ  relaxation time constant
τ̂ = Ê/E  creep time constant
τb  pulse width (time interval)
c  wave speed, low-frequency limit
ĉ  wave speed, high-frequency limit
Î = Ê – τE index of damping
k  wave number
ω  angular frequency
dev, sph  deviatoric/spherical  part of a tensor
⊗  tensorial (dyadic) product
̇  time derivative
͞  elastic
̂  irreversible/nonequilibrium
̃  dimensionless counterpart
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