Real-time Queue Length Estimation Applying Shockwave Theory at Urban Signalized Intersections
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Abstract
Signal control is a basic need for urban traffic control; however, it is a very rough intervention in the free flow of traffic, which often results in queues in front of signal heads. The general goal is to reduce the delays caused, and to plan efficient traffic management on the network. For this, the exact knowledge of queue lengths on links is one of crucial importance. This article presents a link-based methodology for real-time queue length estimation in urban signalized road networks. The model uses a Kalman Filter-based recursive method and estimates the length of the queue in every cycle. The input of the filter, i.e. the dynamics of queue length is described by the traffic shockwave theory and the store and forward model. The method requires one loop-detector per link placed at the appropriate position, for which the article also provides suggestions.
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1 Introduction
Several measures of urban road traffic performance are in connection with the length of queues in the network, for example, total travel time, delay time, emission, and so on; therefore, queue length is considered as a fundamental measure [1].

Relevant data for estimation can be obtained from probe vehicles or fixed sensors, in most cases, loop-detectors, magnetic sensors, video cameras; or the combination of them [2]. Collected data can be processed in different ways; [3] divides them into stochastic and deterministic categories. Deterministic approaches use shockwave theory-based [4] models or analytical models based on the kinematic equations of vehicle movements. Stochastic learning approaches use models based on probability theory.

Sensors are fixed measurement points providing systematic data almost every signal cycle. Basic magnetic sensor-based techniques are presented in [5], tested on a motorway ramp. Number plate recognition data were exploited by [6], making it possible to estimate queue lengths for multiple lane sections as well. Moreover, this algorithm uses a Gaussian process interpolation model so that the license plate data set can be reconstructed even if some of it is missing.

Apart from vehicle identification at the upstream end and re-identification at the downstream end, even a single detector per lane per link placed at an appropriate position provides satisfactory results [2].

A critical aspect of traditional sensor-based data collection is that classical detectors can handle only queue lengths that are between the detector and the stop line. The extra queue length upstream to the detector is unknown, since the detector is supposed to be constantly occupied [7]. However, applying shockwave theory can handle this problem [8, 9]. For the same purpose, [10] applied a two-layer approach by calculating link and network state simultaneously. The Lighthill-Whitham-Richards shockwave model [4], implemented in these algorithms, uses the principles of vehicle conservation and the fundamental diagram, which defines the connection between vehicle flow and density [11].

Cai et al. [12] combined the upstream detector data with probe vehicle trajectory data and identified critical points indicating queue growth and dissipation. A similar pattern recognition algorithm is applied in [13], where the essential pattern changes in intersection travel times and delays are identified. A major difference is that this algorithm uses probe vehicle data instead of fixed sensor data.
Flexible, traffic responsive signal program data can also be an indicator of queue length. Liu et al. [7] combined this data with the shockwave theory and identified traffic state changes that distinguish queue discharge from upstream arrival traffic.

Probe vehicles can be even public transport buses if they are not separated from passenger cars in bus lanes [14]. Mathematical models often connect some theoretical fundamentals of traffic flow characteristics to probe vehicle data.

It should be noted that probe vehicle methods need relatively high market penetration [15], however, [16] states that even 2% of penetration can be enough. A large accuracy increase can be seen if penetration of observed vehicles reaches at least 10% [17]. Certainly, the actual penetration of observed vehicles is unknown. Zhao et al. [15] presented a method that first estimates the penetration of observed vehicles and then estimates queue length using probability theory.

Some other researchers estimated queue length and its deviation with Poisson vehicle arrival distribution [18], Markov chains [19], Bayesian Networks [17], or with deep learning algorithms [20].

The most similar method to our presented algorithm is elaborated by [21], applying Kalman Filter for predicting downstream arrivals. Two loop-detectors are used in each lane for determining the residual queue at the start of signal cycles. In contrast, our proposed method requires only one detector (closer to the upstream end) and applies the shockwave theory for the entire traffic flow instead of single vehicle identification.

The remainder of the paper is composed as follows: Section 2 describes the theoretical background of the techniques used for the model; Section 3 provides a detailed description of the model itself, Sections 4 and 5 show the simulation environment for model testing and the results. Concluding remarks are given in Section 6.

2 Theoretical background

This section introduces the two basic achievements that give the basis of the model: the Kalman Filter technique and the traffic shockwave theory.

2.1 Kalman Filter

The Kalman Filter, which is often used by traffic engineers, is a recursive method for linear filtering of discrete data [22]. Using this method, the state of a dynamic system can be precisely estimated, even if its exact nature is unknown.

The state of a sampled, discrete, time-invariant process is described by a linear difference equation:

\[ x(k + 1) = Ax(k) + Bu(k) + v(k), \]  

where \( x(k) \in \mathbb{R}^n \) is the state vector, \( u(k) \in \mathbb{R}^m \) is the optional control input vector, \( v(k) \) is the process noise, \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \) are coefficient matrices and \( k = 1, 2, \ldots \) is the discrete timestep. The state vector is calculated in every \([kT, (k + 1)T]\) time interval, where \( T \) is the sampling time period.

The measurement equation of the system is:

\[ y(k) = Cx(k) + w(k), \]

where \( y(k) \in \mathbb{R}^p \) represents measurement data, \( w(k) \) is the process noise and \( C \in \mathbb{R}^{p \times n} \) relates the measurement to the state. The Kalman Filter can be applied if process noise \( v(k) \) and measurement noise \( w(k) \) are assumed to be zero mean Gaussian white noise, which means that \( E\{v(k)\} = 0 \) and \( E\{w(k)\} = 0 \). The covariance matrices are assumed to be

\[ Q = E\{v(k)v(k)^T\}, \]

\[ R = E\{w(k)w(k)^T\}. \]

The Kalman Filter has a two-phase operation: prediction and correction. The prediction phase projects the current state and estimates ahead in time; the correction phase adjusts the previously projected estimate by the actual measurement. In the equations \( \hat{x}^- (k) \) is the a priori state estimate at step \( k \) and \( \hat{x} (k) \) is the a posteriori state estimate at step \( k \). The difference of estimated and actual values results the a priori and a posteriori estimate errors which determine the a priori and a posteriori estimate covariance \( P^- (k) \) and \( P(k) \). These represent the square of the estimated errors.

The prediction equations are the following:

\[ \hat{x}^- (k) = Ax^- (k - 1) + Bu(k - 1), \]

projects the state ahead and

\[ P^- (k) = AP^- (k - 1)A^T + Q, \]

projects the error covariance ahead.

The correction equations are the following:

\[ K(k) = P^- (k)C^T \left( CP^- (k)C^T + R \right)^{-1}, \]

computes Kalman gain \( K \),

\[ \hat{x}(k) = \hat{x}^- (k) + K(k)\{y(k) - C\hat{x}^- (k)\}, \]
updates estimation with measurement $y(k)$ and
\[ P(k) = (I - K(k)C)P(k) , \]
updates the error covariance [23].

2.2 Urban shockwave theory
Shockwaves are waves that originate from a sudden, substantial change in the state of the traffic flow. That is, a shock wave is defined by a discontinuity in the flow-density conditions in the time-space domain [24].

The basic principles of traffic shockwave theory for signalized urban road networks were first described by [25]. The model determines three basic traffic states: (i) the vehicles are in free flow and their velocity is chosen by the driver, (ii) the vehicles stand in the queue and their velocity is $v_J = 0$, (iii) as the traffic light switches to green, vehicles leave the intersection moving by a critical velocity $v_C$ [26].

Two types of shockwaves are used in the traffic model presented in this article. The first one is the queuing shockwave velocity ($W_1$) when moving vehicles stop as they reach the end of the queue standing at red light; the second one is the discharge shockwave velocity ($W_2$) when vehicles standing in the queue start moving as the traffic light switches to green [27].

These shockwaves can be seen in Fig. 1, using a triangular fundamental diagram [28] based on [29].

3 The queue length estimation model
The estimation process is described by a linear discrete time-invariant state-space model. The numbers of vehicles in lanes on links, which are considered to be queue lengths, are estimated every time step according to the cycle time of traffic lights. Measurement is done by a single loop-detector per lane placed at the appropriate position.

3.1 State equation and measurement equation
The state equation describing the evolution of queue length is based on the store and forward model [30].
\[ x(k+1) = x(k) + q_{in}(k) - q_{out}(k) + v(k) , \]
where $x(k)$ denotes the number of vehicles standing in the queue at the start of time step $k$, $q_{in}(k)$ and $q_{out}(k)$ represent the numbers of vehicles arriving and leaving the queue in time step $k$, and $v(k)$ is the noise of state dynamics.

The measurement equation (Eq. (14)) is obtained from the spatial occupancy of the link, i.e. the proportion of the link covered by cars.
\[ o_s(k) = \frac{x(k)}{L \cdot m \cdot \rho_{jam}} , \]
where $o_s(k)$ is the spatial occupancy in time step $k$, $x(k)$ is the number of vehicles on the link in time step $k$, $L$ is link length, $m$ is the number of lanes, and $\rho_{jam}$ is the density of vehicles during traffic jams, i.e. the maximum density occurring in real-life conditions.

The spatial occupancy itself cannot be effectively measured, but its value is considered to be similar to the time occupancy [31], the proportion of time in a cross-section during which any car was in it. Time occupancy in time step $k$ [$o_T(k)$] can be measured effectively. In this article a loop-detector is used for it but other sensor types can also be applied which are able to measure $o_s(k)$ in a cross-section. Spatial occupancy in time step $k$ [$o_s(k)$] can be obtained from time occupancy considering noise $z(k)$ as follows:
\[ o_s(k) = o_T(k) + z(k) . \]

The measured number of vehicles [$y(k)$] in time step $k$ is obtained as
\[ y(k) = L \cdot m \cdot \rho_{jam} \cdot o_T(k) . \]

Finally, the measurement equation is given as
\[ y(k) = x(k) + L \cdot m \cdot \rho_{jam} \cdot z(k) . \]

Noises $v(k)$ and $z(k)$ fulfill the stochastic assumptions of the Kalman Filter, i.e. they are independent, normal distribution white noise of which the expected values are 0.

The proposed method is able to handle uncertainties within certain limits both in the state and the measurement equation, i.e., if the evolution of queue length is disturbed by non-observed vehicles (e.g., due to parking) or some detector measurements are not correct (e.g., a small vehicle is not sensed accurately).
3.2 Calculation of inflow and outflow based on shockwave theory

Traffic inflow \( q_{\text{in}}(k) \) is determined by a shockwave model applied by [32].

\[
q_{\text{in}}(k) = t_{\text{cycle}} \cdot \rho_{\text{jam}} \cdot W_{1}(k),
\]

where \( t_{\text{cycle}} \) is the cycle time of the traffic light, \( \rho_{\text{jam}} \) is the density of vehicles during traffic jams and \( W_{1}(k) \) is the queuing shockwave velocity. \( W_{1}(k) \) is formed by vehicles accumulating at red light, i.e., it is formed by vehicles joining the end of the queue:

\[
W_{1}(k) = \frac{q_{A}(k)}{\rho_{\text{jam}} - v_{\text{free}}},
\]

where \( q_{A}(k) \) is the number of vehicles measured by the sensor in time-step \( k \), \( \rho_{\text{jam}} \) is the density of vehicles during traffic jams, i.e., the maximum empirical density and \( v_{\text{free}} \) is the velocity of vehicles while they are in free flow. In urban areas \( v_{\text{free}} \) is around the speed limit. Variables \( \rho_{\text{jam}} \) and \( v_{\text{free}} \) are constant values that are calculated from real-life experience.

Traffic outflow \( q_{\text{out}}(k) \) is also calculated by a shockwave model. When traffic light switches to green, the queue starts to discharge and the front of the queue moves backwards by \( W_{2} \) speed. Parameter \( W_{2} \) is assumed to be a constant value of 20 km/h based on own real-life measurements in the city of Budapest and traffic simulations in Vissim microscopic traffic simulation software [33]. Both resulted in the above value. Traffic density of the queue is also known, as it is \( \rho_{\text{jam}} \). The front of the queue discharges during the entire green time, however, not all vehicles that started moving can get through the traffic light, some will have to stop again. Therefore, not the entire green time can be taken into consideration when calculating the possible outflow. This part is defined as the effective time, when the outflow shockwave reaches the last vehicle that can exit the intersection (see Fig. 2).

The outflow shockwave reaches this vehicle in \( t_{\text{eff}} \) (effective time) and after that it accelerates for \( t_{1} \) until it reaches \( v_{\text{free}} \), finally the vehicle moves with this constant speed for \( t_{2} \), when it reaches the exit of the link.

The calculation of effective time is based on the trajectory of the last vehicle that can exit the intersection, shown by Fig. 2. As the traffic light switches to green, the discharge shockwave starts to spread and reaches this last vehicle at \( t_{\text{eff}} \). At this time, the vehicle is at position \( L \).

\[
L = t_{\text{eff}} \cdot W_{2}
\]

The vehicle starts accelerating by \( a \) for \( t_{1} \) time until reaching its desired speed, which is considered to be \( v_{\text{free}} \).

\[
v_{\text{free}} = t_{1} \cdot a
\]

Velocity can be a lower value than desired speed in over-saturated networks in gridlock situations. In these cases, a lower value can be used.

The vehicle covers \( s_{1} \) distance during the acceleration phase.

\[
s_{1} = \frac{v_{\text{free}}^{2}}{2a}
\]

When the vehicle reaches its desired speed \( v_{\text{free}} \) then it moves on with constant speed and covers \( s_{2} \) distance in \( t_{2} \) time.

\[
s_{2} = t_{2} \cdot v_{\text{free}}
\]

Right at the end of green time, it leaves the intersection which means it has covered the same distance expressed in Eq. (18).

\[
L = s_{1} + s_{2} = \frac{v_{\text{free}}^{2}}{2a} + t_{2} \cdot v_{\text{free}}
\]

The effective time and the times of the accelerating and constant speed movement phases equal green time:
\[ t_{\text{green}} = t_{\text{eff}} + t'_{1} + t_{2}. \]  

(23)

Combining and arranging the results of Eq. (18) and Eq. (22), \( t_{2} \) can be expressed as

\[ t_{2} = \frac{w_{2} - t_{\text{eff}}}{v_{\text{free}}} \cdot \frac{v_{\text{free}}^{2}}{2a}. \]

(24)

Finally, \( t_{\text{eff}} \) can be obtained by substituting the results of Eq. (19) and Eq. (24) into Eq. (23):

\[ t_{\text{eff}} = \frac{v_{\text{free}} \cdot t_{\text{green}} - \frac{v_{\text{free}}^{2}}{2a}}{v_{\text{free}} + W_{2}}. \]

(25)

If green time is too short and the movement of the last exiting vehicle is continuously accelerating until exit, there is no constant speed phase, i.e., \( t'_{1} = 0 \), which results in:

\[ t_{\text{green}} = t_{\text{eff}} + t'_{1}, \]

(26)

and the vehicle does not achieve \( v_{\text{free}} \) at the exit. (The border- 
edge case is if the vehicle just reaches \( v_{\text{free}} \).) Therefore, the position of the last exiting vehicle at the start of green time is calculated as

\[ L^{*} = \frac{a}{2} t'_{1}^{2}, \]

(27)

where \( L^{*} \) and \( t'_{1} \) denote the position of the last exiting vehicle and the time needed for it to exit the link, if it is not able to achieve its desired speed, because of too short green time.

The discharge shockwave has the same effect expressed in Eq. (18).

\[ L^{*} = t_{\text{eff}} \cdot W_{2}, \]

(28)

where \( t_{\text{eff}} \) denotes the effective time in the case when the vehicle is not able to achieve its desired speed, because of too short green time.

Combining Eqs. (26), (27), and (28) the value of \( t'_{1} \) can be expressed as follows:

\[ t'_{1} = \sqrt{\frac{1 + \frac{2a}{W_{2}} \cdot t_{\text{green}} - 1}{\frac{a}{W_{2}}}}. \]

(29)

Note that mathematically \( t'_{1} \) could have two possible solutions, but the negative one is ignored.

Since \( t'_{1} = 0 \), \( t_{\text{adj}} \) can be obtained from Eq. (26) and Eq. (29) as follows:

Finally, the borderline green time has to be calculated. Over this value Eq. (25) should be used to determine \( t_{\text{eff}} \); under it one should use Eq. (30). The borderline case is when the vehicle continuously accelerates and exits the link at the moment at which it has reached \( v_{\text{free}} \). The borderline green time can be calculated from both previously introduced approaches by setting \( t_{2} = 0 \) in Eq. (23) or \( t_{1}^{*} = v_{\text{free}}/a \) in Eq. (27).

Considering that \( v_{\text{free}} = 50 \text{ km/h} \), \( a = 2 \text{ m/s}^{2} \) [34], and \( W_{2} = 20 \text{ km/h} \), the borderline green time is 15.62 s. Certainly, using different values for \( v \), \( a \) and \( W_{2} \), this borderline will be different.

Using the previous results, the state equation can be rewritten. If there are fewer cars in the queue than \( q_{\text{max}} \), it is assumed that all cars can exit the link during green time. Therefore, the state equation can be calculated as

\[ x(k + 1) = x(k) + t_{\text{cycle}} \cdot \rho_{\text{jam}} \cdot \frac{q_{\text{in}}(k)}{\rho_{\text{jam}} - q_{\text{in}}(k)} v(k). \]

(31)

4 Simulation environment

The performance of the model was investigated in Vissim microscopic traffic simulation network. The model is designed to be applied primarily on links of urban arterial corridors with signalized intersections where left turn movements (assuming right-side traffic) are separated from other movements in signal programs; i.e., these vehicles have their own green phase and own lanes and do not have to wait for the turning movement blocking the vehicles behind them. The test link with its inflows and out-flows can be seen in Fig. 3. It should be noted that the exit at the perimeter is also ruled by a signal head so that residual traffic stays in the network at high traffic volumes.

Multiple simulations were run with different vehicle inputs, modeling increasing, decreasing, and stagnating queue lengths during different intensity of traffic volume. Measurement data of 6000 minutes were evaluated in
total, starting from an almost empty network until gridlock traffic jam situation. These measurement data were used to verify the state equation (Eq. (31)) and the measurement equation (based on Eq. (13)). Both the input and the output of these equations were measured in the simulation environment to obtain the exact state space representation and the measurement equation. Certainly, later, in real application, only the input values are used, and output values are calculated by the model.

The time step of calculation equals the cycle time, which was 60 seconds in this case.

The model presented in this article uses time occupancy as input measurement data. Since it can be measured at a fixed place, different occupancy values can be obtained at different locations of the link. Therefore, first, the optimal location of the detector was determined using simulation results. The connection between time-occupancy and queue length was observed.

The actual queue length, i.e. the output of the measurement equation was calculated in every time step applying the traditional store-and-forward model [30]. The occupancy, i.e. the input was measured on the whole length of the link by loop detectors placed at every 10 meters. After 6000 simulation runs these time occupancy measurement data were compared to the queue length in every period and the connection between the two datasets were calculated for every loop-detector. The aim of this process was to choose the detector on which the measured occupancy has the highest correlation with the actual queue length.

A linear connection is assumed between occupancy and queue length according to Eq. (13); therefore, linear regression was applied for loop-detector time-occupancy data and the queue length of the link. Regression was done for each detector. The highest correlation (a value of 0.9) was reached a bit upstream of the middle of the link and the lowest correlation (a value of 0.6) was experienced at the exit of the link. See Fig. 4 for detailed results. The darker the color is, the higher the correlation is. The test link is 313 m long. The detector placed at the optimal location, marked by the grey arrow, was used for the model; this is the suggested location of the sensor.

It should be noted that 18 of the 31 measurement points resulted in higher correlation than 0.85. These results show that the detector should be placed either at the middle of the link or a bit upstream of it or around the entrance.

5 Simulation results

The queue length estimation model was applied on the same network but with a different dataset in Vissim, and the results were evaluated in Matlab, using Kalman Filter for queue length estimation.

Vissim traffic input data was generated representing the daily traffic distribution of Budapest road traffic. Daily traffic flows were generated using the Budapest Macroscopic Transport Model [35]. Queue length was estimated on the test link (See Fig. 3) using this traffic input data.

Cycle time and hence the time step was 60 seconds. In this way 1440 measurement results were generated during simulation of the daily flow. The overall result can be seen in Fig. 5.
Fig. 6 shows the estimated queue length by Kalman Filter compared to the actual results calculated in Vissim. The gray line shows the theoretical optimum. When queue length is small, the filter slightly underestimates the actual state. Considering that low values mean short queue length, this does not matter too much; all vehicles queuing have the chance to get through the intersection in the next green phase. And this is what the filter states.

If there are many consecutive periods in which queue length is zero, the filter insists on this value even if there are a few single periods in which the queue length is above zero. The filter could be tuned to react more to these changes (i.e. not to underestimate queue length), but then the results would not be so accurate at higher queue lengths. For such cases, one can use time-varying filter parameters at lower and higher traffic volumes, like [36] did.

The performance of Kalman Filter is summarized in Table 1 by calculating the mean absolute error and root mean square error. The characteristics of the filter were evaluated separately for low and high traffic volumes and the overall performance was also taken into consideration.

The mean absolute error of 1440 measurements was 2.09 vehicles, which means that the filter miscalculates the actual queue length by 2.09 vehicles on average. Root mean square error is not much higher than mean absolute error, which means that there are not many large errors. Even though at low traffic volumes 2.09 is a relatively high difference (e.g., if 3 vehicles are predicted instead of 1 makes a difference of 200 percent), this is not significant in the sense that both real and estimated values are very low, this short queue will discharge in the next green phase. To be precise, the errors were also calculated separately for low (when real queue length is under 15 vehicles) and high (when real queue length is between 15 and 30 vehicles) volume traffic situations. The absolute error value was 1.85 at low volumes and 3.24 at high volumes. Relatively the latter value means circa 11–22% error on average (considering the cases when the queue length is 15 and 30 vehicles long). Root mean square errors are 0.8 higher than absolute mean errors in both cases; this is the same difference that can be seen during analysis of the whole dataset. This means there are not many significant errors in any of the two sub-datasets.

Analysis of the whole dataset containing daily traffic characteristics shows that the absolute difference of estimation is totally exact in 24% of cases. Another 24% result in a difference of 1 vehicle. Further 20%, 12%, and 8% of cases result in a difference of 2, 3, and 4 vehicles. Errors exceed 4 vehicles in 12% of the cases (see Fig. 7).

The general conclusion is that estimating queue length using the method, an average error of 2 vehicles can be expected for low traffic volumes and an average error of 3 vehicles can be expected for high traffic volumes; 88% of cases result in a maximum error of 4 vehicles.

6 Conclusions

This paper introduced a shockwave theory-based real-time queue length estimation model using Kalman Filter. The method is designed to be used primarily on urban networks with signalized intersections.

The main contribution of the methodology is that it applies the effect of queuing and discharge shockwaves of traffic in a novel way by identifying the phenomenon of effective green time and calculating it based on kinematic equations using vehicle trajectories.
The methodology was tested in Vissim microscopic traffic simulation software and results show that the mean absolute error of queue length estimation is 2.09 vehicles on a 313 m long link. The absolute error of estimation does not exceed 4 vehicles in 88% of cases according to test results simulating daily traffic flow.

Further research focuses on treating the uncertainties of the model in a more precise way by testing a robust filtering model. The efficiency of the model can be increased by combining data from different sources; in our case, GPS data from probe cars [37] can be fused with detector data applying the Switching Kalman Filter [38]. Finally, the phenomenon of queue spillover to adjacent links can also be taken into consideration more directly in oversaturated networks.
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