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Abstract

Damage detection through an inverse optimization problem has been investigated by many researchers. Recently, Modal Strain 

Energy (MSE) has been utilized as an index (MSEBI) for damage localization that serves to guide the optimization. This guided approach 

considerably reduces the computational cost and increases the accuracy of optimization. Although this index mostly exhibits an 

acceptable performance, it fails to find some damaged elements' locations in some cases. The aim of this paper is twofold. Firstly, 

a Graph-based Adaptive Threshold (GAT) is proposed to identify some of those elements that are not detected by basic MSEBI. GAT 

relies on the concepts from graph theory and MSE working as a simple anomaly detection technique. Secondly, an Improved version 

of the Water Strider Algorithm (IWSA) is introduced, applied to the damage detection problems with incomplete modal data and noise-

contaminated inputs. Several optimization algorithms, including the newly-established Water Strider Algorithm (WSA), are utilized to 

test the proposed method. The investigations on several damage detection problems demonstrate the GAT and IWSA's satisfactory 

performance compared to the previous methods.
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1 Introduction
Civil structures are prone to a variety of damages that 
stem from natural or artificial causes. For example, seis-
mic ground motions, overloading, erosion, and tempera-
ture changes can cause minor or significant structural 
damages ranging from minor cracks to serious stability 
problems and failures. If we identify the damages and 
repair them before they get unrepairable, their adverse 
economic consequences, as well as fatalities and injuries, 
can be avoided [1].

Traditional visual inspection methods are expensive 
and time-consuming and become inaccurate or impracti-
cal when the inspected structure is vast and complicated. 
Even the local damage detection techniques such as radi-
ography or ultrasonic methods are costly and challenging, 
especially in the mentioned structures. On the contrary, 
vibration-based techniques, so-called global methods, 
are more robust against the structures' size and com- 
plexity [2, 3]. These techniques are upon the idea that sates 
when damages occur in a structure, its physical proper-
ties change and affect its vibrational characteristics such 

as mode shapes and frequencies  [2]. Different methods 
have been developed to relate these changes to the location 
and/or severity of damages. These methods, based on the 
identified information, are categorized into four levels [4]. 

Level 1: Qualitative indication that damage might be 
present in the structure

Level 2: Potential location of damage in addition to 
Level 1

Level 3: Extent and severity of damage in addition to 
Levels 2

Level 4: Remaining service life and safety in addition 
to Levels 3

In the vibration-based inverse methods, an initial ana-
lytical model of the intact state of the studying structure 
is usually made. Afterward, the damage parameters are 
iteratively updated through an optimization process until 
the modal parameters comply with modal characteristics 
extracted from processing the damaged structure's mea-
sured vibration signal  [5]. The obtained optimum solu-
tion represents the damage condition of the structure. 
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This technique can detect damage information described 
in levels 1 to 3. The underlying versatile and straightfor-
ward concept of this technique has made it widely popular 
among researchers. However, according to no free lunch 
theorem in search and optimization [6], there is no univer-
sal search strategy to outdo other methods in all problems; 
hence there is a compelling need to develop specific mod-
ern algorithms for such particular types of problems. In 
recent years, considerable studies have been conducted on 
different aspects of damage detection, such as the appli-
cation of optimization metaheuristic algorithms as well 
as machine learning methods, efficient feature extraction, 
upgrading identification levels, and computational effi-
ciency [7]. The traditional methods not only need a con-
siderably long time to solve this optimization problem but 
also sometimes fail to converge to a near-global solution. 
For example, Li and Hong [8] indicated that a traditional 
gradient-based method involves almost 100 % more com-
putational time compared with new methods to process 
a model updating problem. As a result, in the following, 
some of the studies on applied metaheuristic algorithms 
for damage detection are reviewed.

Chou and Ghaboussi [9] applied the Genetic Algorithm 
(GA) to identify the damage location using the residual 
force and static displacements in structures. Boonlong [10] 
presented a Cooperative Coevolutionary Genetic Algorithm 
(CCGA) for vibration-based damage detection of a cantile-
ver and supported beams. He considered random noise in 
the modal characteristics and indicated the superiority of 
the cooperative CCGA in comparison with standard GA. 
Majumdar et al.  [11] employed Ant Colony Optimization 
(ACO) to optimize an objective function formulated 
based on natural frequencies to detect damage locations. 
Their  investigations showed that the presented method is 
efficient for localization. Cha and Buyukozturk  [12] pro-
posed a framework using Modal Strain Energy (MSE) as 
an index to detect the location of multiple damages, and 
hybrid multi-objective GA, as the optimization algorithm. 
They  used incomplete mode shapes and noise effects 
to show the robustness of the introduced framework. 
Tan et al. [13] utilized MSE in conjunction with Artificial 
Neural Networks and demonstrated this hybrid technique's 
effectiveness in damage detection of single and multiple- 
damage scenarios of steel-concrete composite bridges. 
Kang  et  al.  [14] proposed a hybrid version of Particle 
Swarm Optimization (PSO) combining with the Artificial 
Immune System algorithm. They showed that the proposed 
algorithm is robust and suitable for damage detection.

To lessen the computational load of the optimization 
process, Seyedpoor [15] introduced a two-stage method to 
reduce the number of optimization variables. He defined 
a Modal Strain Energy-Based Index (MSEBI) to elimi-
nate the healthy elements from the optimization variables. 
This index associates positive and negative values to each 
element so that the positive values indicate prospective 
damage locations. In the second stage, he employed PSO 
to find the damage severities. Kaveh and Zolghadr  [16] 
showed that the basic MSEBI, despite its strong perfor-
mance, in some cases, cannot localize some of the dam-
aged elements. Therefore, in the first stage, they randomly 
added extra elements through a stochastic process in the 
hope of including the damaged elements. Although their 
suggested method increases the chance of finding the 
undetected elements as optimization variables, it is evident 
that it also might be unable to capture the missed elements 
of the basic version. Also, it may drastically increase the 
number of variables.

In the present paper, the MSEBI is used to localize the 
damaged elements; however, the elements are selected 
considering an adaptive threshold. This threshold is for-
mulated based on notions from graph theory, which per-
forms like an anomaly detection algorithm. Moreover, 
an improved version of a new optimizer so-called Water 
Strider Algorithm (WSA), is developed to quantify the 
severity of damages in the second stage. These methods 
are evaluated in various numerical examples.

The rest of this paper is organized as follows: In Section 2, 
the nature-inspired WSA method, its improved version, 
and the objective function are explained. Section 3 pres-
ents the formulations regarding MSEBI and the proposed 
Graph-based Adaptive Threshold (GAT). The improved 
algorithm and suggested a graph-based anomaly detection 
method is investigated in Section 4, and finally, the con-
cluding remarks are provided in Section 5.

2 Optimization 
In this section, the optimization problem and the cost 
function are explained. Afterward, the standard WSA and 
its improved versions are described.

2.1 Optimization problem
As aforementioned, the presence of damage reduces 
the members' local stiffness, each of which is consid-
ered a finite element that constructs the whole structure. 
Therefore, a reduction in the local stiffness contributes to 
the global structural stiffness. In the inverse method, the 
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damage of each element is defined as a continuous quan-
tity  (d) that can vary between 0 and 1. As explained in 
Eq. (1), 0 represents the intact state, 1 means the fully dam-
aged condition, and the values between them determine the 
corresponding damage extent. 

k d kd
j j

h
j= −( )1 ,	 (1)

where, kd
j and kh

j are the local stiffness of damaged and 
healthy states of jth element, respectively.

Since the modal characteristics of structures are related 
to the total stiffness and mass of structures, the damages 
cause variations in natural frequencies and mode shapes. 
To quantify the location and the severity of the damages, 
one can compare the modal characteristics of healthy and 
damaged states. Optimization algorithms, such as meta-
heuristics [17, 18], can be employed to minimize the dif-
ferences between the analytical model's characteristics 
and those of the experiment. The optimization of d vari-
ables determines the severity and location of the damaged 
elements. Thus, the damage detection problem can be 
defined as the following optimization problem

Given D d d d
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Where f(D) denotes the objective function to be mini-
mized, and NE stands for the number of elements.

The objective function f(D) can be defined based upon 
natural frequencies, mode shapes, or both. Different objec-
tive functions have been established and investigated in 
the literature [11, 19]. The natural frequencies are highly 
prone to environmental effects such as temperature and 
trouble when studying symmetric structures. Yet, they 
are less likely to be contaminated with noise and can be 
extracted from a limited number of measurements. On the 
other hand, mode shapes are sensitive to noise and require 
a higher number of sensors compared to natural frequen-
cies  [20]. But it is noteworthy that mode shapes provide 
more information than frequencies and identify minor and 
local damage. It has been experienced that their combina-
tion provides us with more robust and accurate structural 
identifications [21]. Therefore, here the following function 
is considered for optimization			       (3)
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where, fi
e and fi

a represent the ith frequency of experimen-
tal and analytical models. ϕi

e and ϕi
a are the vectors rep-

resenting mode shapes of the real structure and optimized 
model, respectively; the superscript T means transpose; 
and the coefficients w1 and w2 are respectively assumed 
as 0.1 and 1 .

This optimization problem is always solvable because 
it is directly derived from the eigenvalue system related to 
the generalized equation of motion as follows: 

K MΦ Ω Φ= 2 ,	 (4)

where K is stiffness matrix, M is the mass matrix, 
Φ includes the eigenvectors (free vibration modes) and Ω2 
is a diagonal matrix of eigenvalues (free vibration frequen-
cies squared) [22]. Therefore, the equilibrium of the system 
necessitates its solvability.

According to many previous studies in this field, the 
non-uniqueness problem can arise in model updating with 
insufficient data relative to the desired model complex-
ity [23]. Herein, it is assumed that the changes in the mass 
matrix are negligible, the frequency and mode shape data 
for several modes are collected as input data, and all non-
linearities are omitted. Additionally, the results of exam-
ples are almost equal to what was defined as damage. 
Therefore, the data is sufficient for the uniqueness of the 
considered problems.

In practice, since all mode shapes and frequency may 
not be available, only the first five modes are taken into 
account. Besides, for realistically simulating the exam-
ples, the input modal properties are polluted with 1 % ran-
dom noise, as suggested in [24, 11]. This objective function 
can be directly minimized using optimization algorithms 
without any preprocessing. But this process that is called 
a classic inverse method might be computationally expen-
sive. Therefore, several techniques are developed that can 
reduce this computational load discussed in Section 3.

2.2 Water Strider Algorithm
WSA has been inspired by the life cycle of water strider 
insects  [25]. This algorithm mimics their territorial life, 
ripple communication, mating process, foraging behavior, 
death, and succession. Kaveh and Dadras Eslamlou  [25] 
thoroughly invested WSA and showed that it provides 
a suitable trade-off between exploration (i.e., exploring the 
new areas of search space) and exploitation (i.e., intensi-
fying the search in the promising regions of search space). 
In the following, six main steps of the WSA are stated.
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2.2.1 Birth
In this step, the water striders (i.e., solutions) are randomly 
initialized in the lake (i.e., search space) as Eq. (5)

WS Lb rand Ub Lbi i
0

1 2= + −( ) = …. , , , ,i nws ,	 (5)

where, WSi
0 denotes the initial position of ith Water Strider 

(WS). Ub and Lb indicate the upper and lower bound vec-
tors corresponding to variables' maximum and minimum 
allowable values, respectively; randi is a vector of uniform 
random numbers between 0 and 1 generated for the WSi, 
and nws is the number of WSs. 

2.2.2 Establishing territories
In the second step, the solutions are divided into a pre-
defined number of territories (nt) according to their ranks. 
As illustrated in Fig. 1, at first, the WSs are sorted based 
on their cost values and are placed in 

nws
nt �  groups then. 

Finally, they are selected based on their ranks in the 
groups and establish territories, as seen in Fig. 1.

2.2.3 Mating process
Each territory is usually occupied by a couple of female 
striders and one male strider, the 'keystone'. The main asset 
to the keystones is mating. In this step, he sends court-
ship calling ripples to a target female, and she responds by 
sending attraction or repulsive ripple signals. Regardless 
of the females' response, the male strider usually mounts 
the female, but she can prevent successful mating through 
unique mechanisms. The following equations are pro-
posed to update the location of the keystone for either case

(6)
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where, WSi
t is the position of ith WS in the tth cycle, and 

randi is the ith vector with random numbers between 
0 and 1. R represents a vector that starts at the keystone's 
position (WSi

t–1) and ends at the position of the target 
female (WSF

t–1). The target female is selected based on 
roulette wheel selection among the resident females of the 
same territory.

2.2.4 Feeding process
Unlike the males, the main asset to female WSs is food. 
Therefore, entomologists call them 'optimal foraging-hab-
itat users', which means they usually occupy locations 
with the most food. After the mating process, the keystone 

should recapture the expended energy. Hence, in this step, 
if the new location of the keystone updated in the mating 
process does not contain enough food, the keystone visits 
the territory with the most food, as Eq. (7). 

WS WS rand WS WSi
t

BL
t

i
t

i
t+ = + −( )1

2 . ,	 (7)

where, WSB
t
L is the position of WS with the best cost value. 

It should be mentioned that the inability to improve the 
previous cost value is interpreted as a meaning that the 
WS couldn't find food.

2.2.5 Death and succession
Entering a new territory can be dangerous because the 
residents usually show aggressive territorial behaviors. 
Aggression between intruder and resident territorial is 
severe, and this fight may lead to murder. In this step, if the 
keystone cannot find enough food once more to increase 
his energy level, he is killed, and a new WS inside his ter-
ritory is appointed to succeed as a new keystone, accord-
ing to Eq. (8).

WS Lb rand Ub Lbi
t

j
t

j
t

j
t+ = + −( )1

2 ,	 (8)

where, Ubj
t and Lbj

t denote the maximum and minimum 
values of WSs' position inside jth territory.

2.2.6 Termination of algorithm
Finally, if the termination condition is met, the algo-
rithm stops to report the best position discovered so far. 
Otherwise, it will return to the mating step for a new loop. 
In this paper, the maximum number of structural analy-
ses (MaxNSA) is considered the termination condition for 
a fair comparison.

Fig. 1  A pictorial illustration of establishing territories 
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The pseudo-code of WSA is presented in Algorithm 1.

Algorithm 1 Pseudo-code of WSA 

Inputs: The population size nws, number of territories nt and the 
maximum number of analyses Max NSA 

Outputs: The most productive location of WS with the minimum 
cost and its cost value

Initialize the random population as Eq. (5)

Calculate the fitness value of WSs

while (terminating condition is not met) do

Establish nt number of territories and allocate the WSs 

for (each territory) do

The male keystone sends mating ripples, and the selected 
female decides about the response, which can be an attractive or 
repulsive signal. 

Update the position of keystone based on the response of female 
and Eq. (6)

Evaluate the new position to find food for compensating the 
consumed energy during the mating 

If (keystone could not find food) then

Forage for food resource and approach the food-rich 
territory by Eq. (7).

if (keystone could not find food again) then

The hungry keystone will be died because of 
starvation or killed by resident keystone of the new 
territory.

A mature larva will replace the killed keystone as 
formulated in Eq. (8).

end

end

end

Return WSoptimum

2.3 Improved Water Strider Algorithm
We investigated the updated position of WSs in the basic 
version and found that it ignores some spaces (neighbor 
regions) around the solutions. For example, as seen in 
Fig. 2 in a two-dimension problem, Eq. (6) puts the water 
striders in regions I or II and does not consider areas III 
and IV. In this paper, to cover the excluded areas, Eq. (6) 
is carried out for each dimension separately. This slight 
modification gives WSA the opportunity to discover the 
overlooked areas in the previous version. In Section 4, the 
performance of this version, as well as the basic versions 
and other algorithms, are investigated.

3 Modal Strain Energy-based Index
Assuming that damages change the local stiffness of 
the structure, its vibration and modal properties will be 
altered due to the following eigenproblem equation.

K M−



 =ωi i

2
0ΦΦ ,	 (9)

where, K and M are stiffness and mass matrices, and ωi 
and Φi denote the th circular frequency (eigenvalue) and 
mode shape (eigenvector) of structure, respectively.

An approximate localization of damages can be obtained 
by assessing the modal strain energy of a healthy structure 
and damaged structure as Eqs. (10) and (11).

MSE kij
h

i
j
j i

j= ΦΦ ΦΦ ,	 (10)

MSE kij
d

di
j
j di

j= ΦΦ ΦΦ ,	 (11)

where, MSEi
h
j and Φi

j denote the modal strain energy and 
mode shape of a healthy state of jth element related to the 
ith mode, respectively; MSEi

d
j and Φd

j
i are those of the dam-

aged state; and kj is the element stiffness of the jth element.
To normalize the elements' modal strain energy, they 

are divided by the summation of the modal strain energy 
of all elements creating the structure as Eq. (12).

nMSE
MSE

MSE
ij

ij

j

m
ij

=

=∑ 1

,	 (12)

where, nMSE is the normalized modal strain energy, and 
m is the total number of elements. 

In practice, the identification of the higher modes 
become more complex and challenging. Thus, the normal-
ized modal strain energy for n number of first modes can 
be averagely calculated as follows

mnMSE
nMSE

nj
i

n
ij

= =∑ 1 .	 (13)

Fig. 2 Neighbor areas around the female WS
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Since damage reduces the corresponding element's 
local stiffness, it can be said that its displacement should 
be increased; therefore, the average modal strain energy of 
the damaged element generally should be higher than its 
healthy state. Seyedpoor [15] utilized this result to propose 
a two-stage method for damage identification. In which, 
at the first stage, the suspicious elements were localized 
according to the Eq. (14)

MSEBI
mnMSE mnMSE

mnMSEj
j
d

j
h

j
h=

−











max 0, ,	 (14)

where, MSEBIj denotes modal strain energy-based index, 
and d and h superscripts show the damaged and healthy 
states, respectively. When MSEBIj is nonzero, it shows 
that mnMSEj

d is higher than mnMSEj
h, so the jth element is 

a potential location for damage.
In the second stage, the determined locations are con-

sidered the variables of the optimization problem of dam-
age detection, and the optimization is performed particu-
larly on these variables. Although this methodology can 
lead to efficient damage detection, it suffers from a signif-
icant shortcoming. To be more specific, the fraction rep-
resented in Eq. (14) might exhibit negative values in some 
damaged elements; thus, the index misses the damaged 
elements and yields to an imprecise identification. 

Kaveh and Zolghadr [16] suggested a stochastic tech-
nique to deal with this issue. Some of the undetermined 
elements at the first stage are randomly chosen in their 
method and are involved in the optimization process. This 
technique partly improves the accuracy of the previous 
two-stage method. However, since it relies on a stochastic 
selection, it is evident that it might miss some damaged 
elements.

An alternative graph-based anomaly detection algo-
rithm is defined in the present paper, which can augment 
the selected elements at the first stage through an adaptive 
threshold. This algorithm is comprehensively detailed in 
the next sections.

3.1 Basic definitions from the theory of graphs
The topological features of structures can be easily sim-
ulated and analyzed by graphs  [26]. In recent decades, 
some strict application of graph theory in structural engi-
neering has been introduced, for example, they have been 
employed for swift structural analysis [27], finite element 
domain decomposition [28], structural optimization [29], 
damage detection [30], and sensor placement [31]. 

A mathematical introduction to graph theory would be 
excessive and unjustifiable at this point; thus, for the sake 
of brevity, in the following, just the most essential defini-
tions and notions are provided. Throughout the paper, we 
consider simple undirected graphs.

Definition 1 A graph G(V, E) is an ordered pair, where V 
denotes a non-empty finite set whose elements are termed 
vertices, and E is a set of edges connecting a subset of the 
pair of vertices.

Fig. 3. (a) illustrates a simple graph with 6 vertices and 
8 edges.

Definition 2 Two vertices u and v are called adjacent if 
they are connected by an edge e = (u, v).

For example, in Fig. 3. (a), vertices 1 and 2 are adjacent. 
Definition 3 Two edges e = (u, v) and f = (w, v) are called 

the incident if they share a vertex v.
For instance, in Fig. 3. (a), edges a and b are incidents, 

for they share vertex 2.
Definition 4 A sequence of vertices P = (v1, v2,…, vn), in 

which for 1 ≤ i < n, vi is adjacent to vi+1 , is called a path of 
length n – 1.

In Fig. 3.(a), P = (1,2,3,5,6) represents a path of length 4. 
Definition 5 Line graph of G, (L(G)), is a graph whose 

vertices represent the edges of G and if these edges are inci-
dent in G, the corresponding vertices are adjacent in L(G).

The line graph of graph G is illustrated in Fig. 3. (b).
Definition 6 Distance matrix (D) of a graph is a square 

matrix, in which each array Dij represents the length of the 
shortest path between vertices vi and vj.

(b)
Fig. 3 Illustration of (a) graph G and (b) its line graph L(G)

(a)
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In this study, the "distance" function existing as an inter-
nal function in MATLAB is used, and it applies Dijkstra's 
algorithm, which has O(V + E logV) complexity for calcu-
lating the distance matrix. Where V is vertices, and E is 
the set of edges. Moreover, since calculating the Distance 
matrix for a structure is done only once before entering the 
optimization phase, it does not take a long time.

For example, in Fig. 3.(a), there are various paths between 
vertices 1 and 6, but the shortest path that corresponds to 
their distance is of length 3 . Several algorithms have been 
proposed to find the shortest path between vertices, such as 
the Breadth-first search [32] and Dijkstra's algorithm [33].

3.2 Proposed graph-based adaptive threshold (GAT)
To remedy the defects of the two-stage MSE-based 
method [15], a graph-based anomaly detection algorithm 
is proposed to increase the number of suspicious elements. 
In the basic two-stage method, zero value is considered 
a constant threshold level, below which (i.e., elements with 
negative values of MSE) are ignored. To augment the set of 
suspicious elements and the previously detected elements, 
a threshold based on the MSEBI value of other elements 
and their graph-theoretic distance is defined to consider 
the situation of neighbor elements and include additional 
elements. Unlike the content threshold (i.e.,  zero) of the 
primary method, this threshold is adaptive to each ele-
ment's condition. The whole process of the proposed 
framework is illustrated in Fig. 4. As seen, after calculat-
ing the MSEBI  that is redefined as Eq. (15), the threshold 
for each element is determined.

MSEBI
mnMSE mnMSE

mnMSE
j

j
d

j
h

j
h=

−
� 	 (15)

In the following, the steps of this algorithm are explained.
Step 1: Representing the structure as a graph
Every structure can be divided into different members 

connected through linking nodes. If the structural mem-
bers and nodes are considered edges and vertices, the 
structure can be modeled as a graph. In this step, accord-
ing to the topological properties of the studying structure, 
a graph (G) is associated with the structure.

Step 2: Creating a line graph
In the second step, the line graph (L(G)) of the under-

lying graph that was assembled in the first step is created.
Step 3: Calculating the distance matrix
Here, the distance matrix (D) of the line graph is cal-

culated. The estimated matrix must be an m-by-m square 
matrix, where m denotes the number of members in the 
studying structure.

Step 4: Setting an adaptive threshold
In this step, without considering the positive arrays of 

MSEBI  vector that already has been accepted as potential 
locations of damages, an adaptive threshold is defined to 
include some of the elements with negative MSEBI . This 
threshold is set in such a way that it represents a weighted 
average of its neighbors' MSEBI  and detects the abnormal 
items that possess higher MSEBI  compared to their neigh-
bors. For each node of the line graph, related to the mem-
bers of the structure, the threshold (Ti) is defined as Eq. (16)

T
e MSEBI

e
i NEi

j

m d

j

m d

j
ij

ij
= = …=
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=

−

∑
∑
1

1

1 2

.

, , , , ,	 (16)

where, MSEBI j denotes the modal strain energy value of 
the jth element with negative values; NE stands for the 
number of elements, and dij are the array in the ith row and 
jth column of distance (D(L(G))) matrix.

Step 5: Detecting further suspicious elements
After calculating the threshold of the elements, ele-

ments with the MSEBI  values above their corresponding 
thresholds are appended to the candidate elements.

To show GAT's capability in damage localization com-
pared to the basic two-stage method and stochastic ver-
sion, a ten-bar truss structure is considered, as shown in 
Fig. 5(a). In this structure, elements 4, 6, and 8 with respec-
tively 50 %, 5 %, and 50 % damages are assumed to be 
damage scenarios. The MSEBI  values are calculated and 
shown in Fig. 6.(a). As illustrated in Fig. 5, the line graph 

Fig. 4 Flowchart of the proposed framework
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of the truss is determined, and the adaptive thresholds are 
calculated according to MSEBI  and Eq. (16) In Fig. 6(a), 
the calculated adaptive threshold values are demonstrated 
with black lines. Fig.  6(b) shows the elements that are 
detected through the methodologies proposed in [15, 16], 
as well as the new approach. As seen, the suggested GAT 
can effectively detect a set of suspicious elements, includ-
ing all damaged elements, while other approaches miss 
some of those elements. For instance, unlike the new 
method, both previous methods could not capture element 
6 as a damaged bar. Although the new approach identified 
an extra element (i.e., bar 3), there is no concern about it. 
Because the optimizer will determine that the element is 
healthy, on the other side, if the methods miss some dam-
aged elements, the optimizer cannot detect the element as 
damaged because there will not be any variable regarding 
those elements in the two-stage method.

4 Numerical results
In this section, the proposed methodology is investigated 
by testing three benchmarked numerical examples. For this 
purpose, two damage scenarios, with and without noise 
cases, and incomplete modal information for each case, 
are examined. The introduced IWSA, basic WSA  [25], 
GA  [34], PSO  [35], ICA  [36], MFO  [37], GWO  [38], 
NNA [39], CBO [40] and HHO [41] algorithms are utilized 
for optimization. Moreover, the general inverse damage 
detection method is also implemented to show the proposed 

methodology's efficiency. The internal parameter of algo-
rithms is tuned according to the literature  [39,  41,  42], 
as reported in Table 1. The maximum number of struc-
tural analyses (MaxNSA), as the termination condition, is 
set equal to 50000, and the number of populations is set 
to 50. These examples are programed in MATLAB R2016b 
software and processed in a computer with Intel® Core™ 
i7_4510U CPU @ v2.00 GHz processor and 8.00 GB RAM.

(b)
Fig. 5 A schematic of the truss structure and its line graph. (a) Ten-bar 

truss structure (b) Line graph of the truss structure

(a)

(b)
Fig. 6 An example of GAT and damage localization. (a) MSEBI values 

and GAT (b) Suspicious elements identified by different methods

(a)

Table 1 Internal parameters of metaheuristic algorithms

algorithm parameter value

GA beta 8

pc 0.8

pm 0.3

mu 0.02

gama 0.1

PSO c1,c2 2

w 0.3

ICA N – Empire Npop/10

γ 0.1 rad

β 2

ξ 0.1

CBO COR1 [0,1]

GWO a [0,2]

MFO a [–2,–1]

NNA -

HHO E [0,2]

WSA and IWSA N – Territory 2
1 The coefficient of restitution (COR)



Kaveh et al.
Period. Polytech. Civ. Eng., 65(4), pp. 989–1007, 2021|997

4.1 20-element clamped bridge 
As the first numerical example, ten optimization algo-
rithms are applied to detect a clamped bridge's damage 
scenarios, divided into 20 elements, as shown in Fig  7. 
The length, height, and width of the beam are 2 m, 0.15 m, 
and 0.15  m, respectively. The modulus of elasticity and 
mass density are 68.9  GPa and 2770  kg/m3, respectively. 
Two damage scenarios are assessed, and the noise effects 
are considered according to Table 2 [16].

In the first scenario, the MSEBI  value of elements 
2  and  6 are the only positive values for this structure. 
The basic version is unable to detect element 12 as suspi-
cious; thus, if we neglect members with negative MSEBI, 
this element would not be captured as a damaged element. 
However, the proposed GAT method suggests elements 
2, 6, 8, 9, and 12 as damaged elements that contain all 
faulty elements in this scenario. Moreover, in the second 
scenario, the MSEBI  value of elements 1, 4, 7, and 16 are 

the only positive values for this structure and the MSEBI  
value of element 9 is negative; while, the proposed GAT 
suggests elements 1, 3, 4, 7, 9, 11, and 16 as damaged ele-
ments that cover all damaged elements.

The comparison among the examined optimization 
algorithms using the classic inverse method in terms of the 
average, Minimum (Min), and Standard Deviation (STD) 
results of the cost function values are provided in Table 3. 
The best results are written in bold font that is often obtained 
by the introduced IWSA and standard WSA. According 
to the results, the applied modification to WSA improves 
the outcomes, especially in the Noise-free case. Among 
other algorithms, the PSO obtained the minimum of the 

Fig. 7 A schematic of a 20-element bridge

Table 2 Damage scenarios for the bridge fixed support 

Damaged elements Damage severity

Scenario #1 2, 6, and 12 60 %, 60 % and 5 %

Scenario #2 1, 7, 9, and 16 35 %, 60 %, 5 % and 25 %

Table 3 The results of the classic inverse method in the 20-element bridge

Algorithm Scenario Noise-free With-Noise

Average Min STD Average Min STD

IWSA 1 1.44E-09 1.17E-15 2.66E-09   1.49E-04 1.49E-04 6.54E-09

2 6.64E-09 2.57E-17 7.87E-09   1.55E-04 1.55E-04 7.03E-08

WSA 1 1.41E-08 1.16E-16 1.24E-08 1.49E-04 1.49E-04 2.17E-09

2 3.06E-08 3.09E-11 1.85E-08 1.55E-04 1.55E-04 7.02E-11

PSO 1 3.44E-05 7.65E-07 9.20E-05 1.65E-04 1.49E-04 1.95E-05

2 3.84E-05 3.07E-07 7.11E-05 1.95E-04 1.55E-04 9.83E-05

GA 1 0.0149 6.00E-03 5.60E-03 1.62E-02 0.0097 5.00E-03

2 0.0145 7.90E-03 5.30E-03 1.68E-02 0.0084 0.0041

ICA 1 5.41E-04 1.13E-04 3.73E-04 1.10E-03 3.05E-04 1.10E-03

2 6.52E-04 1.52E-04 3.60E-04 1.00E-03 2.15E-04 6.10E-04

MFO 1 2.78E-05 8.88E-16 6.78E-05 4.50E-03 1.51E-04 1.79E-02

2 3.49E-05 1.04E-16 7.71E-05 6.21E-04 1.58E-04 1.80E-03

GWO 1 4.86E-05 4.90E-06 5.23E-05 2.24E-04 1.69E-04 8.41E-05

2 4.02E-04 3.26E-05 1.40E-03 2.95E-04 2.07E-04 6.56E-05

NNA 1 1.31E-05 2.48E-09 1.67E-05 1.79E-04 1.49E-04 5.70E-05

2 2.00E-05 1.25E-07 2.17E-05 1.81E-04 1.55E-04 2.34E-05

CBO 1 1.53E-04 1.54E-05 9.08E-05 2.34E-04 1.72E-04 5.87E-05

2 1.41E-04 3.40E-05 6.78E-05 3.09E-04 1.84E-04 1.12E-04

HHO 1 0.0494 2.64E-04 0.0357 0.0299 1.68E-04 0.0332

2 0.0334 0.0045 0.0304 0.0263 0.0043 0.0285
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with-noise case along with IWSA and WSA. Moreover, 
NNA stands in second place and shows an acceptable per-
formance in some cases.   

The performances of the examined optimization algo-
rithms using the suggested GAT technique through the 
two-stage method are investigated in Table 4. As seen, the 
IWSA reaches the minimum mean for all cases. WSA and 
MFO in the noise-free cases of the first and second scenar-
ios fall in the next places. CBO for the noise-free case of 
both scenarios is placed in the third rank. For noise-free 
scenarios, IWSA attains the best standard deviation, and 
MFO achieves both scenarios' best minimum.

According to Tables 3 and 4, the noise-contaminated 
inputs adversely affects the results and generally increases 
the cost values. Comparing the GAT results with those of 
the classic method shows that the cost values are signifi-
cantly improved.

The average convergence curves of IWSA, WSA, and 
the best algorithm with the best mean are presented in 
Fig. 8. As shown, GAT expedites the process of optimi-
zation. Furthermore, IWSA and WSA have a higher con-
vergence rate than the remained algorithms. Although in 
the with-noise condition of the second scenario, PSO has 
a higher convergence speed, it has been trapped in a local 
minimum that carries a higher cost.

The optimum results of the IWSA for classic and GAT 
methods and the actual damages are depicted in Fig. 9. 
As shown, both damage detection methods accurately pre-
dicted the damages in noise-free cases, but some elements 
are wrongly detected by the classic method in the with-
noise cases. In the two-stage GAT, there is approximately 
no false detection. The results powerfully demonstrate the 
capability of the GAT for detecting damages in this bridge.

4.2 Two-span continuous steel bridge
In this example, the same algorithms are applied to detect 
the damages of a two-span continuous steel bridge, which 
is divided into 40 elements, as shown in Fig. 10. The length, 
height, and width of the beam are 8 m, 0.15 m, and 0.15 m, 
respectively. The modulus of elasticity and mass density 
are 210 GPa and 7860 kg/m3, respectively. Two damage sce-
narios are implemented, and the noise effects are consid-
ered according to Table 5 [16].

In the First scenario, both MSEBI  and GAT detects whole 
damage elements. In the second scenario, the MSEBI  val-
ues of elements 2, 6, 26, and 32 are positive, and this value 
for element 8 is negative; so the basic MSEBI  is unable to 
capture this element as a damaged one; while, GAT nom-
inates elements 1, 2, 6, 8, 21, 26, and 32 as suspicious ele-
ments that comprise all damage elements. 

Table 4 Graph-based Adaptive Threshold for Modal Strain Energy in the two-stage method in the 20-element bridge

Algorithm Scenario Noise-free With-Noise

Average Min STD Average Min STD

IWSA 1 1.04E-21 3.85E-24 1.08E-21   1.49E-04 1.49E-04 7.14E-09

2 2.79E-21 7.76E-24 4.57E-21   1.55E-04 1.55E-04 1.65E-16

WSA 1 1.51E-20 1.96E-23 5.94E-20 1.51E-04 1.51E-04 1.36E-16

2 3.68E-19 7.95E-22 1.03E-18 1.58E-04 1.58E-04 1.99E-16

PSO 1 5.51E-21 4.66E-26 7.67E-21 1.71E-04 1.71E-04 1.42E-16

2 4.45E-17 6.76E-24 1.95E-16 1.79E-04 1.79E-04 1.03E-15

GA 1 1.34E-05 9.49E-07 1.69E-05 2.02E-04 1.74E-04 2.88E-05

2 2.26E-04 5.77E-05 1.43E-04 4.31E-04 2.29E-04 1.46E-04

ICA 1 1.08E-19 3.54E-23 1.43E-19 1.86E-04 1.86E-04 6.05E-16

2 4.21E-16 2.23E-21 9.12E-16 1.94E-04 1.91E-04 2.75E-06

MFO 1 2.29E-21 9.38E-25 9.96E-21 1.85E-04 1.71E-04 5.91E-05

2 2.22E-05 1.09E-25 6.84E-05 2.18E-04 1.79E-04 9.51E-05

GWO 1 6.18E-05 4.65E-09 9.90E-05 2.06E-04 1.72E-04 8.12E-05

2 6.21E-05 1.86E-06 7.36E-05 2.40E-04 1.83E-04 1.00E-04

NNA 1 3.24E-14 1.67E-20 1.36E-13 1.71E-04 1.71E-04 3.01E-13

2 8.82E-13 1.13E-19 1.44E-12 1.79E-04 1.79E-04 6.99E-13

CBO 1 2.59E-21 7.87E-23 2.49E-21 1.71E-04 1.71E-04 1.11E-16

2 8.90E-18 1.31E-18 6.09E-18 1.79E-04 1.79E-04 1.13E-16

HHO 1 1.34E-04 2.92E-06 7.51E-05 2.98E-04 1.72E-04 1.02E-04

2 0.0072 1.81E-04 0.0072 0.0039 3.03E-04 0.0035
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(a)

(b)

(c)

(d)
Fig. 8 Convergence curves of different methods for two-span bridge. (a) Noise-free state of scenario #1; (b) with-noise state of scenario #1; (c) Noise-

free state of scenario #2; (d) with-noise state of scenario #2

(b)
Fig. 9 The best detections obtained by the IWSA algorithm for Fixed-beam bridge (a) Scenario #1; (b) Scenario #2

(a)
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The comparison among the optimization algorithms 
via the classic inverse method is examined in Table 6. 
In all tables, the best results are written in bold font. 
As seen, IWSA has the overall best performance among 
all algorithms. In the noise-free state, WSA and NNA are 
placed in the second and third ranks for both scenarios. 
Furthermore, in the with-noise condition, IWSA, WSA, 
and NNA obtained the minimum costs.

Comparing the algorithms' results for noise-free and 
with-noise cases, like the previous example, indicates that 
the noise-polluted data ruined solutions' quality.

The results of the examined optimization algorithms 
using GAT for this example are provided in Table 7. Accord-
ing to Table 7, except for the standard deviation of with- 

noise cases, the IWSA generally obtained the optimum 
results in other statistical measures. ICA reached the mini-
mum value in the noise-free condition, and WSA and CBO 
achieved acceptably good results in the examined terms. 

Fig. 11 demonstrates the average convergence curves 
of IWSA, WSA, and the best algorithm among other opti-
mizers reported in Tables 6 and 7. As shown, GAT accel-
erates the convergence process in all cases. For instance, 
in the with-noise cases, the proposed IWSA and WSA via 
GAT technique converged to optimum solutions in rela-
tively low NSA.

The damage detection results of the IWSA using classic 
inverse and two-stage GAT methods, as well as the actual 
damages, are depicted in Fig. 12. This algorithm exhibits 
an entirely satisfactory accuracy for all cases; however, 
the GAT method has low errors in with-noise cases that 
show its robustness against noise contamination. But the 
classic method falsely identified many numbers of ele-
ments as damaged.

Fig. 10 Two-span continuous steel bridge

Table 5 Damage scenarios for the two-span continuous steel bridge

Damaged elements Damage severity

Scenario #1 1, 9, 23, and 35 35 %., 50 %, 5 % and 50 %

Scenario #2 2, 6, 8, 26, and 32 45 %., 55 %, 5 %, 55 % and 50 %

Table 6 A classic inverse method for the two-span continuous steel bridge

Algorithm Scenario Noise-free With-Noise

Average Min STD Average Min STD

IWSA 1 1.20E-15 2.50E-17 1.12E-15 1.68E-04 1.67E-04 9.45E-07

2 8.55E-16 4.79E-17 1.00E-15 1.28E-04 1.28E-04 2.18E-07

WSA 1 2.95E-12 2.37E-15 1.17E-11 1.67E-04 1.67E-04 1.40E-06

2 1.07E-12 2.66E-15 1.50E-12 1.29E-04 1.28E-04 3.48E-07

PSO 1 6.74E-05 4.42E-06 8.25E-05 3.43E-04 1.73E-04 2.65E-04

2 3.89E-05 3.23E-06 4.68E-05 1.61E-04 1.33E-04 2.70E-05

GA 1 0.0092 0.0045 0.0037 0.0088 0.0044 0.0041

2 0.0059 0.0026 0.0029 0.0066 0.0022 0.0025

ICA 1 0.0019 3.21E-04 0.0018 0.0014 2.34E-04 8.54E-04

2 2.54E-04 7.37E-05 1.50E-04 4.55E-04 1.62E-04 2.39E-04

MFO 1 0.0141 5.44E-16 0.0515 0.0271 1.73E-04 0.0738

2 0.0031 8.78E-16 0.0061 7.80E-04 1.36E-04 0.0015

GWO 1 4.25E-04 2.54E-05 0.0011 0.0023 2.10E-04 0.0044

2 3.60E-04 4.01E-05 6.06E-04 0.002 1.85E-04 0.0049

NNA 1 3.74E-06 2.31E-07 2.87E-06 1.70E-04 1.67E-04 2.45E-06

2 1.56E-06 6.87E-08 1.31E-06 1.30E-04 1.28E-04 1.12E-06

CBO 1 1.23E-05 1.39E-07 1.35E-05 1.81E-04 1.68E-04 1.71E-05

2 3.39E-06 4.78E-07 2.08E-06 1.30E-04 1.28E-04 1.73E-06

HHO 1 0.0199 0.008 0.0085 0.0223 0.0099 0.0097

2 0.0221 0.0024 0.0102 0.0218 0.0027 0.0098
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Table 7 Graph-based Adaptive Threshold for Modal Strain Energy in the two-stage method for the two-span continuous steel bridge

Algorithm Scenario Noise-free With-Noise

Average Min STD Average Min STD

IWSA 1 8.00E-16 1.12E-19 2.41E-15 1.47E-04 1.47E-04 1.41E-11

2 4.58E-20 2.90E-21 5.49E-20 1.26E-04 1.26E-04 5.74E-09

WSA 1 1.33E-14 1.44E-15 1.80E-14 1.55E-04 1.55E-04 9.82E-08

2 1.37E-18 8.26E-21 4.22E-18 1.33E-04 1.33E-04 1.84E-15

PSO 1 1.35E-07 1.66E-10 3.23E-07 1.55E-04 1.55E-04 3.70E-07

2 2.10E-17 9.44E-21 7.18E-17 1.60E-04 1.60E-04 1.86E-14

GA 1 0.0102 9.05E-04 0.0125 0.0069 4.65E-04 0.006

2 2.15E-05 2.10E-06 1.14E-05 1.98E-04 1.66E-04 2.42E-05

ICA 1 3.79E-05 1.37E-11 8.97E-05 1.72E-04 1.53E-04 2.89E-05

2 1.81E-16 2.90E-21 4.15E-16 1.59E-04 1.59E-04 4.01E-07

MFO 1 0.0151 2.83E-18 0.049 0.0223 1.57E-04 0.068

2 4.55E-06 9.72E-21 1.11E-05 0.0014 1.60E-04 0.0046

GWO 1 3.64E-04 1.51E-05 0.0015 7.56E-04 1.80E-04 0.0025

2 4.07E-05 7.08E-07 2.81E-05 2.95E-04 1.66E-04 4.68E-04

NNA 1 4.35E-08 9.41E-12 4.98E-08 1.55E-04 1.55E-04 2.83E-07

2 1.10E-13 3.68E-18 2.62E-13 1.60E-04 1.60E-04 1.19E-08

CBO 1 6.77E-09 5.06E-10 5.39E-09 1.55E-04 1.55E-04 4.87E-12

2 2.41E-19 1.64E-21 4.62E-19 1.60E-04 1.60E-04 1.83E-16

HHO 1 0.0158 1.79E-04 0.0089 0.0166 0.0049 0.0095

2 0.0022 5.40E-05 0.0022 0.0061 0.0024 0.0034

Fig. 11 Convergence curves of different methods for two-span bridge (a) Noise-free state of scenario #1; (b) with-noise state of scenario #1 (c) Noise-
free state of scenario #2; (d) with-noise state of scenario #2

(a) (b)

(c) (d)



1002|Kaveh et al.
Period. Polytech. Civ. Eng., 65(4), pp. 989–1007, 2021

4.3 A concrete portal frame structure
As shown in Fig. 13, in the last numerical example, the 
algorithms are applied to identify the damages of a con-
crete portal frame structure divided into 56 elements. 
The height and width of this frame's rectangular cross-sec-
tion are 0.24 m and 0.14 m, respectively. The modulus of 
elasticity and mass density are 25 GPa and 2500  kg/m3, 
respectively. The frame is modeled using two-dimensional 
frame elements with three degrees of freedom at each 
node. Two damage scenarios are considered according to 
Table  8, and like the previous examples, with-noise and 
noise-free cases are examined [16].

In the first scenario, the MSEBI  value of elements 7 
and 22 are the only positive values; while, the GAT method 
suggests elements 1, 7, 22, and 50 as damaged ones, which 
covers all faulty elements. Moreover, in the second sce-
nario, the MSEBI  of elements 18, 24, and 51 have posi-
tive values. The previous two-stage method cannot detect 
element 33; while the proposed GAT method suggests ele-
ments 18, 24, 33, and 51 as damaged elements that are the 
damaged elements in this scenario.

The comparison among the examined optimization 
algorithms in the classic inverse method in terms of statis-
tical measures are provided in Table 9. As seen, the IWSA 
outperforms all algorithms for noise-free and with-noise 
states, and it is evident that noise has a detrimental effect 

on cost values. Besides, WSA in the noise-free state of the 
first scenario and WSA, CBO, and NNA in the second sce-
nario's with-noise case has reasonably lower cost values. 

The performances of the examined optimization algo-
rithms using the GAT method are compared in Table 10. 
As seen, IWSA reached the best average value among 
algorithms. By considering the noise-free state, the PSO 
and CBO in the first damage scenario and WSA and CBO 
in the second scenario are placed in the next places. In the 

(b)
Fig. 12 The best detections obtained by the IWSA algorithm for the two-span continuous steel bridge (a) Scenario #1; (b) Scenario #2

Table 8 Damage scenarios for the concrete portal frame structure

Damaged elements Damage severity

Scenario #1 7, 22, and 50 70 %, 50 % and 5 %

Scenario #2 18, 24, 33, and 51 40 %, 35 %, 5 % and 50 %

(a)

Fig. 13 A concrete portal frame structure
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Table 9 A classic inverse method for the concrete portal frame structure

Algorithm Scenario Noise-free With-Noise

Average Min STD Average Min STD

IWSA 1 1.17E-15 1.58E-16 8.83E-16 1.70E-04 1.70E-04 3.88E-09

2 1.02E-15 8.65E-17 8.48E-16 1.69E-04 1.68E-04 6.45E-08

WSA 1 2.39E-07 2.30E-16 1.07E-06 1.70E-04 1.70E-04 2.49E-07

2 1.50E-07 3.00E-15 4.61E-07 1.74E-04 1.69E-04 2.23E-05

PSO 1 3.07E-05 1.12E-06 5.00E-05 1.97E-04 1.78E-04 2.13E-05

2 1.71E-05 4.39E-06 1.19E-05 1.80E-04 1.69E-04 9.64E-06

GA 1 5.45E-04 2.20E-04 3.05E-04 6.72E-04 3.21E-04 2.02E-04

2 4.74E-04 2.37E-04 1.87E-04 6.84E-04 3.08E-04 3.61E-04

ICA 1 1.66E-04 1.12E-05 4.09E-04 4.34E-04 1.78E-04 6.34E-04

2 1.28E-04 2.68E-06 2.13E-04 2.76E-04 1.80E-04 2.29E-04

MFO 1 5.61E-04 1.16E-15 7.16E-04 4.42E-04 1.70E-04 4.43E-04

2 1.55E-04 1.98E-15 1.74E-04 4.30E-04 1.67E-04 6.18E-04

GWO 1 2.32E-04 7.33E-06 4.20E-04 4.10E-04 1.80E-04 4.18E-04

2 1.03E-04 6.02E-06 1.18E-04 2.84E-04 1.75E-04 3.63E-04

NNA 1 2.61E-07 1.98E-08 7.95E-07 1.71E-04 1.70E-04 1.47E-06

2 2.55E-07 1.43E-08 3.39E-07 1.69E-04 1.68E-04 4.91E-07

CBO 1 1.48E-07 4.10E-09 1.94E-07 1.93E-04 1.70E-04 1.01E-04

2 2.93E-07 1.15E-08 5.15E-07 1.69E-04 1.68E-04 1.06E-06

HHO 1 0.0054 0.0015 0.0017 0.0047 6.71E-04 0.0019

2 0.0035 0.0014 0.0016 0.0035 9.97E-04 0.0014

Table 10 Graph-based Adaptive Threshold for Modal Strain Energy in the two-stage method for the concrete portal frame structure

Algorithm Scenario Noise-free With-Noise

Average Min STD Average Min STD

IWSA 1 2.22E-21 1.14E-22 3.01E-21 1.60E-04 1.60E-04 1.78E-08

2 3.23E-21 8.03E-22 1.99E-21 1.69E-04 1.69E-04 4.50E-09

WSA 1 2.22E-21 2.19E-22 3.01E-21 1.64E-04 1.64E-04 1.21E-07

2 4.12E-21 3.34E-22 3.20E-21 1.87E-04 1.87E-04 1.56E-07

PSO 1 6.23E-21 1.71E-23 1.26E-20 1.64E-04 1.64E-04 3.29E-07

2 1.28E-20 2.52E-23 1.84E-20 1.96E-04 1.96E-04 4.43E-07

GA 1 1.11E-05 6.02E-07 1.17E-05 4.37E-04 2.68E-04 1.57E-04

2 1.52E-06 3.58E-20 1.78E-06 6.29E-04 3.27E-04 2.18E-04

ICA 1 4.69E-19 5.55E-23 1.53E-18 1.68E-04 1.64E-04 3.73E-06

2 1.53E-16 5.44E-21 4.09E-16 2.04E-04 1.92E-04 1.19E-05

MFO 1 1.26E-20 7.17E-22 2.03E-20 4.72E-04 1.64E-04 9.42E-04

2 5.84E-07 3.74E-22 2.61E-06 4.89E-04 1.97E-04 5.19E-04

GWO 1 3.06E-07 9.30E-10 3.95E-07 1.72E-04 1.68E-04 3.78E-06

2 1.91E-06 2.66E-10 4.17E-06 2.48E-04 2.04E-04 1.32E-04

NNA 1 1.17E-14 1.16E-20 3.52E-14 1.64E-04 1.64E-04 1.02E-06

2 8.11E-17 2.24E-20 2.06E-16 1.96E-04 1.96E-04 1.83E-07

CBO 1 1.23E-20 2.44E-22 2.43E-20 1.64E-04 1.64E-04 7.73E-10

2 1.08E-20 9.09E-22 1.23E-20 1.96E-04 1.96E-04 5.27E-11

HHO 1 1.19E-05 2.91E-09 9.31E-06 0.0057 0.0027 0.0018

2 9.96E-06 7.08E-09 1.32E-05 0.0036 9.85E-04 0.001
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Fig. 14 Convergence curves of different methods for 56-element frame (a) Noise-free state of scenario #1; (b) with-noise state of scenario #1; 
(c) Noise-free state of scenario #2; (d) with-noise state of scenario #2

with-noise state, the results are relatively near each other; 
however, the IWSA presents the minimum cost and mini-
mum average, and CBO provides the best standard devia-
tion, among others.

Fig. 14 demonstrates the average convergence curves 
for IWSA, WSA, and the best algorithm among the other 
optimizers mentioned in Tables 9 and 10. It can be seen 
that the GAT sharply accelerated the optimization process 
compared to the classic inverse method. As demonstrated 
in Figs. 14(a) and 14(c), WSA initially has a high conver-
gence rate, but after about 60 %–80 % of NSA, IWSA 
outperforms both algorithms. Although in most cases, 
the GAT resulted in a better cost than that of the classic 
method, the classic method finds slightly better results in 
Fig. 14(c). This is because of the presence of noise that dis-
turbs the values of the objective function.

In Fig. 15, the optimum solutions obtained by IWSA are 
illustrated. As seen in the noise-free state, both methods 
successfully identified the location and severity of dam-
ages, but when data are polluted with noise, the classic 
inverse method falsely detects 17 % damage in element 56 
in both scenarios. However, the GAT is relatively robust 
against noise contamination. 

5 Conclusions
This work presented the GAT algorithm as a new tech-
nique for structural damage localization that relies on 
modal strain energy and graph theory. In this technique, 
an  adaptive threshold is introduced, which effectively 
nominates extra members as suspicious damaged ele-
ments that could not be detected by the traditional modal 
strain energy-based index (MSEBI). After identifying the 

(a) (b)

(c) (d)
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(b)
Fig. 15 The best detections obtained by the IWSA algorithm for the concrete portal frame structure

(a)

Fig. 16 Computational time per (a) calculating GAT (b) each objective function evaluation

(a)
(b)

candidate elements, their damage severity is determined 
by an optimization algorithm. To this goal, an improved 
version of a new nature-inspired multi-population algo-
rithm known as WSA has been introduced, and along with 
the other nine algorithms, have been applied to damage 
detection of several structures. The results confirm that 
the proposed GAT can effectively perform damage local-
ization so that all faulty elements are considered optimiza-
tion variables. According to the results that were obtained 
by incomplete modal data and noise effects, it can be con-
cluded that implementing GAT in the first stage speeds 
up the convergence rate, increase the accuracy of dam-
age detection, and achieves more robustness against noise. 
In order to check the computational time for each step of 
the proposed method, we conducted a set of numerical 
experiments whose results are summarized in the follow-
ing figures. As can be seen, in the first step, as the number 
of elements increases, it takes a longer time to calculate 

MSEBI and GAT and thereby to detect candidate elements. 
However, the computational time for a 100-element beam 
is still negligible (about 0.04 seconds). The average time 
for structural analysis (Fig. 16(b)) shows that larger struc-
tures, as expected, need longer times for a single modal 
analysis. In metaheuristic algorithms, the second step's 
accumulated time can be controlled through the maxi-
mum number of structural analyses (MaxNSA) parame-
ters. The user can set this parameter considering the com-
plexity of the problem.

Furthermore, IWSA exhibits efficient optimization per-
formance concerning other popular algorithms. Therefore, 
these methods not only reduce the computational cost of 
inverse damage detection but also increases accuracy. 
As future works, to enhance damage detection meth-
ods, the authors intend to investigate other potentials of 
graph theory and metaheuristic optimization algorithms 
in this domain.
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