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Abstract

Earthquakes occurred in recent years have highlighted the need to examine the strength of reinforced concrete (RC) members. 

RC beams are one of the elements of reinforced concrete structures. Due to the dramatic increase in the population and the number 

of medium/high-rise buildings, in recent years, the beams of buildings have been mainly designed and executed in the type of deep 

beams. In this study, the artificial neural network (ANN) with optimization algorithms, including particle swarm optimization (PSO), 

Archimedes optimization algorithm (AOA), and sparrow search algorithm (SSA), are used to determine the shear strength of reinforced 

concrete deep (RCD) beams. 271 samples from experimental tests are employed to develop algorithms. The results of this study, 

design codes equations, and previous research are compared. Comparison between the results shows that the PSO-ANN algorithm 

is more accurate than previous methods. Finally, SHApley Additive exPlanations (SHAP) method is utilized to explain the predictions. 

SHAP reveals that the beam span and the ratio of the beam span to beam depth have the highest impact in predicting shear strength.
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1 Introduction
Over the last few years, artificial intelligence has gotten 
a lot of attention in the field of civil engineering. Regarding 
structural and earthquake engineering, research on machine 
learning can be divided into three areas including struc-
tural health monitoring [1, 2], performance assessment of 
buildings [3–7], and prediction models of the mechanical 
behavior  [8–12]. Estimating the response and predicting 
the behavior of structural members is one of the applica-
tions of machine learning techniques in civil engineering. 
Buildings are composed of various structural members such 
as beams, columns, slabs, and shear walls. One of the most 
important members of various structures is deep beams. 
Reinforced concrete deep (RCD) beams have various appli-
cations and are used in various structures such as pile caps, 
high-rise buildings, folded plate structures, among others. 
The shear failure mode is the most common failure mode in 
deep beams, and it has the potential to have severe results 
that jeopardize building safety. The flexure-shear interac-
tion, concrete strength, the composite behavior of rebar 
and concrete, yield strength of reinforcement, size effect, 

reinforcement ratio, the ratio of effective depth, and other 
parameters influence the shear strength and shear behav-
ior of deep beams. Recent research on the shear strength 
of RC beams resulted in the presentation of analytical and 
numerical methods such as the strut-and-tie model [13, 14], 
mechanism analysis, and the bound theorem of plasticity 
theory [15–17]. Researchers developed equations for calcu-
lating of the RCD beams' shear strength [18, 19]. However, 
when the values obtained with these equations are com-
pared to the results of experimental tests, at best, the values 
obtained for shear strength are conservative. On the other 
hand, machine learning techniques also were used for pre-
dicting the shear strength of the RCD beams. For instance, 
Feng et al. [9] used ensemble methods to estimate the RCD 
beams' shear capacity. However, there is no clear evidence 
that ensemble methods will perform better than others 
since some ensemble methods have a parallel structure and 
some have a series structure and the type of their structure 
affects their efficiency. Using gradient boosting regression, 
Fu and Feng [20] built a machine learning based technique 
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for estimating the residual shear strength of corroded RC 
beams. Al-Musawi et al.  [21] used support vector regres-
sion with a firefly optimization algorithm for predicting the 
shear strength of the steel fiber-reinforced concrete beams. 
Sharafati et al.  [22] suggested novel models for the shear 
strength prediction of RC slender beams based on a combi-
nation of adaptive neuro-fuzzy system and meta-heuristic 
optimization techniques. Zhang et al. [23] proposed a new 
hybrid model based on a support vector regression algo-
rithm and a genetic algorithm to predict the shear strength 
of the RCD beams using a total of 217 test records. The 
coefficient of determination of their model was 0.95 in the 
testing phase. Chou  et  al.  [24] employed a firefly colony 
algorithm and support vector regression for predicting the 
shear strength of the RCD beams using 214 test results. 
The coefficient of determination of their model for the 
testing set was 0.92. Shahbazian et al. [25] calibrated the 
weights and biases of an artificial neural network (ANN) 
for forecasting the shear strength of reinforced concrete 
beams using the Tabu search training algorithm and 248 
experimental results. For testing data, their model had an 
R2 value of 0.94. Nikoo  et  al.  [26] used 140 samples for 
predicting the shear strength of fiber reinforced polymer 
concrete beams using the bat optimization algorithm based 
ANN model. Nguyen et al. [27] employed the ANN to pre-
dict the shear strength of the RCD beams using a limited 
database containing 106 test results. Their results show 
that the ANN with conjugate gradient training algorithm 
had the best prediction performance with R2 = 0.98.

There has been an increase in the research on the 
ANN for analyzing structural engineering problems in 
recent years. An algorithm is used to discover a set of 
weights that optimally maps inputs to outputs when train-
ing the ANNs. It is a difficult task since the error surface 
is non-convex, has local minima and flat patches, and is 
extremely multidimensional. To put it another way, the 
back-propagation algorithm, which is a widely used algo-
rithm for training feedforward ANNs, is prone to getting 

stuck in the local minimum and also can be slow [28, 29]. 
An approach to addressing these problems is to use meta-
heuristic optimization algorithms such as the particle 
swarm optimization (PSO), which are inspired by certain 
physical or chemical processes.

The objectives of this work are (1)  developing hybrid 
technique based on the PSO, Archimedes optimization 
algorithm (AOA), sparrow search algorithm (SSA), and 
the ANN for improving the prediction of the deep beams 
shear strength, (2)  comparing classic the metaheuristic 
optimization algorithm (PSO) with recently developed 
metaheuristic optimization algorithms (AOA and SSA), 
and (3) comparing the result of the best hybrid model with 
previous research. The remainder of this work is orga-
nized as follows. In Section 2, the experimental data are 
explained. In Section 3, hybrid algorithms are described. 
The results are reported in Section 4. Finally, in Section 5, 
a summary and the study's conclusions are presented.

2 Data gathering
To develop the hybrid models, a total of 271 experimental 
data of the RCD beams, which is collected from the litera-
ture by Feng et al. [9], is used. The database also includes 
specimens without web reinforcements. Table 1 shows the 
input variables with their range, mean, and standard devi-
ation. Shear strength is set as output system. In Table 1, 
a is the distance of the applied load from the support, ρ is 
longitudinal reinforcement, fy is yield strength, b is beam 
width (Fig. 1), fc is concrete compressive strength, h is 
beam height, l0 is beam span, h0 is depth to the centroid 
of rebars, Sv/h is bar spacing in the vertical and horizontal 
direction, ρv,h is web reinforcement ratio in the vertical and 
horizontal direction, and fy,v/h is web yield strength in the 
vertical and horizontal direction. 

3 Model development
The artificial intelligence approaches are capable of captur-
ing the complex nonlinear relationship that exists between 

Table 1 Describing the input parameters 

fc b h a h0 l0
a/h0

l0/h sv fy,v pv sh fy,h ρh fy ρ

mean 30.89 122.81 523.48 467.73 469.01 1484.45 1.06 2.93 154.68 292.92 0.35 67.82 213.70 0.30 361.76 1.62

std 14.83 44.24 147.67 238.31 145.17 642.37 0.52 1.06 122.82 175.85 0.41 96.03 207.34 0.42 86.70 0.71

min 12.26 76 254 125 216 500 0.22 0.91 0 0 0 0 0 0 210 0.12

25% 21 100 400 254 360 900 0.54 2 50.8 210 0.12 0 0 0 300 1.245

50% 23.93 102 500 425 462.96 1500 1.06 3.14 152 375.2 0.28 69.9 246.8 0.21 410 1.56

75% 44.23 130 560 610 500 2000 1.5 3.57 209.55 437.4 0.48 101.25 437.4 0.45 431 1.94

max 73.6 305 915 1290 844 4065 2.7 5 457.5 586 2.45 801 586 2.45 504.8 4.08
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the shear strength of the RCD beams [9, 30–32]. For exam-
ple, the ANN is used to solve civil engineering problems 
because it offers several advantages, including quick cal-
culation and strong applicability. Despite the fact that some 
researchers tried to improve its performance by combin-
ing it with other methods, it suffers from limitations due to 
the tuning of its internal parameters. In this study, in order 
to establish a framework for the prediction of the shear 
strength of RCD beams, the ANN model is hybridized with 
the PSO, AOA, and SSA algorithms. The goal of merging 
these metaheuristic algorithms is to conduct autonomous 
detection of the best parameter settings (bias and weights) 
for the ANN. Because the models in the training phase are 
taught by knowing targets, the training phase cannot pro-
vide an acceptable assessment. As a result, the testing stage 
is critical in determining the model's efficiency because 
it introduces previously unseen target data, allowing the 
model's performance to be demonstrated. For training and 
testing datasets, different percentage values were pro-
posed. Swingler [33], on the other hand, claims that a com-
bination of 80% and 20% for network training and network 
testing produces the best model development and model 
evaluations. As a result, here, 80% of the whole data is uti-
lized for training of the model and 20% of the total data 
is utilized for model evaluation. We also scales the inputs 
to be between -1 and 1. According to Hornik  et  al. [34], 
one hidden layer neural network can solve most non-linear 
functions. Hence, ANNs with only one hidden layer are 
considered in this study.

Particle swarm optimization is an optimization tech-
nique that uses a population-based approach. Improved 
PSO is widely employed [35], and it is the source of inspi-
ration for a new field of research known as swarm intel-
ligence. Particle swarm optimization has been used in 
a variety of settings. This algorithm searches for the best 
solution using particles whose paths are changed by both 
a deterministic and probabilistic component. The position 

vector xi and the velocity vector vi define a particle i. At 
iteration t, the particle swarm optimization employs both 
the global best (gBesti

t ) and the individual best (xBesti
t ) to 

determine each particle position (Eq. (1)). One of the moti-
vations for adopting individual best is to generate diverse 
efficient solutions; however, this variety can be mimicked 
using some randomization.
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In Eq. (1), the parameters ω, c1, c2, r1 and r2 are inertia 
weight, two positive constants, and two random parameters 
within [0, 1], respectively. The optimal static parameters are 
ω = 0.72984 and c1 = c2 = 2.05, c1 + c2 > 4 to create a stan-
dard PSO as suggested by [36]. The particle's movement 
in the solution space is depicted schematically in Fig. 2.

A neural network is a structure made up of numerous 
nodes connected by links. ANNs can learn to establish 
the relationship between the system's input and output by 
learning from the predefined training patterns. Each neu-
ron in the network receives a weighted inputs. The sig-
nals are then processed by a particular activation function 
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Fig. 1 Reinforced concrete deep beams
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Fig. 2 The particle's movement in the solution space in PSO
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to provide a meaningful output. The hyperbolic tangent 
sigmoid transfer function (Fig. 3) is utilized as an activa-
tion function (AF). The function creates outputs between 
1 and -1. The bias and weights of the ANNs with different 
number of neurons are determined using the PSO method.

As previously said, the goal of this research is to propose 
a novel intelligent methodology for high-accuracy shear 
strength prediction based on PSO and ANN. To do this, the 
PSO algorithm will conduct a global iterative process for 
the ANNs' weights and bias. The search results would then 
be the input of the ANNs for learning. The determination 
coefficient is computed as Eq. (2) and is utilized as a fitness 
function for assessing the efficacy of the trained ANNs.
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where n is the total of observations, yi is the measured val-
ues, y̑ i is the predicted value, and y̅ i the mean of measured 
values. The coefficient of determination ought to be the 
smallest for the optimal model. To identify the best val-
ues, the searching process can be performed several times 
(Fig. 4).

The Archimedes optimization algorithm (AOA) [37] is 
another population-based technique in which the members 
of a population are immersed particles. AOA is founded 
on Archimedes' principle, which is a physical rule. The 
initial set of particles (possible solutions) with randomly 
selected volumes (voli), densities (deni), and accelera-
tions (acci) is used by AOA to start the search strategy. 
Each object is also assigned to its arbitrary position in 
the fluid at this point. AOA performs in iterations until 
the cutoff condition is met after assessing the fitness of 
the current solutions. Every iteration, AOA changes each 
object's density and volume. The object's acceleration is 
modified depending on the state of its contact with every 
other nearby object. The objects strive to find equilibrium 
after collision. The transmission operator (TF) and density 
decreasing factor (dt+1) in AOA are used to handle this sit-
uation (Eq. (3) and Eq. (4)).
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Fig. 3 Hyperbolic tangent sigmoid transfer function
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where t is iteration number and tmax is maximum iterations. 
If the TF value is less than 0.5, it means that a collision has 
occurred between the particles. In this case, the particle 
acceleration is updated and then normalized using Eq. (5) 
and Eq. (6).
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where u and l determine the range of normalization, 
acci norm

t
−
+1  is normalized value, and the mr index means 

select a random material. And the particle's position (xi
t+1) 

for the next iteration is updated using Eq. (7):
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where rand is uniformly distributed random number. 
If  the TF is greater than 0.5, there are no particles that 
collide. In  this case, the particle acceleration is updated 
using Eq. (8), and the particles update their positions using 
Eq. (9).
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where accbest is the acceleration of the best particle, and 
xbest is the position of the best particle. Here AOA algo-
rithm is integrated with ANN to determine weights and 
bias. Fig. 5 shows the concept of AOA-ANN algorithm.

The sparrow search algorithm (SSA) [38] is a fairly new 
heuristic technique for swarm intelligence. When com-
pared to standard heuristic search methods, it has a faster 
convergence time, a stronger optimization capability, and 
a wider range of application areas [38]. The producer/find-
ers and the scrounger are two separate species of sparrows 
in a group. The SSA is proposed to handle the global opti-
mization problem using bionics of interaction relations 
between producer and scrounger sparrows in the forag-
ing procedure. The producers move in different directions 
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to find food, while the scroungers rely on the producers 
to feed them. Moreover, research suggests that the birds 
flip back and forth between the producers and scrounging 
behavior. In SSA, a matrix represents the location of all 
sparrows (Eq. (10)), and the fitness values are allocated to 
the individuals. Producers, on average, have higher fitness 
values. The SSA uses Eq. (11) to update the positions of 
the producers.

x lb ub lb randomi j j j l, ( ) ( ,dim)= + − × 1 ,	 (10)

x
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where xij signifies the ith point in the jth dimension of the solu-
tion space, α is a random number in (0,1], lbj and ubj indi-
cate the jth dimension's lower and upper bounds, itermax is 
maximum number of iterations, random() is a dimensional 
vector randomly generates number in [0,1], dim defines the 
searching space's dimension, R2 is the alert number, Q is 
a random number in [0,1] that follows the rules of normal 
distribution, L is a 1×dim matrix and its elements are 1, 
and ST is the safety level. R2 < ST implies that the group 
environment is safe at this epoch, there are no enemies in 
the area, and the producers are free to seek food on a large 

scale. When R2 is larger than or equal to ST, the individu-
als in the cluster have discovered a predator, and the pro-
ducers will guide the follower/ scrounger to a safe spot. 
Equation (12) is used to update scroungers position. 
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where xo is the optimal position, xworst is the worst posi-
tion, A is a 1×d matrix (d is the dimension of the problem) 
in which each element is allocated 1 or -1 at random, and 
i  >  n/2 indicates that the sparrow group is aware of the 
danger. The SSA algorithm is also integrated with ANN 
to determine weights and bias. Fig. 6 shows the concept of 
SSA-ANN algorithm.

4 Result and discussion
The ANN has a single layer of neurons, as indicated above 
in terms of network topology. As a result, we must pro-
vide values for the number of neurons. The number of neu-
rons must be optimized in order to develop accurate pre-
dictive models. To find the suitable values for the number 
of neurons in the hidden layer, a trial and error procedure 
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was performed. There should also be a balance between 
computational cost and accuracy because a large num-
ber of neurons means an increase in the parameters that 
need to be adjusted [39]. In this study, 3–20 neurons were 
examined (18 ANNs with different number of neurons), 
and each hybrid model was run numerous times to deter-
mine the optimal performance. For these three methods, 
the population size and number of iterations were 200 and 
1000, respectively. Fig. 7 shows the R2 diagram for the 
hybrid algorithms. The maximum R2 value for PSO-ANN, 
SSA-ANN, and AOA-ANN models is 0.955, 0.955, and 

0.949, respectively. The accuracy of the PSO-ANN and 
SSA-ANN models is the same, but the first model is able 
to achieve this accuracy with a smaller number of neurons. 
For each algorithm (PSO-ANN, SSA-ANN, and AOA-
ANN), the model that has the highest accuracy with the 
least number of neurons is selected as the best model. For 
example, a good performance is provided with 6 neurons 
for the PSO-ANN. Therefore, the model with 6 neurons 
is select as best PSO-ANN model. The Taylor diagram 
of the best models is shown in Fig. 8. Because the Taylor 
diagram is created using three statistical indicators (cor-
relation coefficient, the root-mean-square (RMS) error, 
and the standard deviation), it eliminates the redundancy 
of the statistical metrics. Predicted values that fitted well 
with data, have a high correlation coefficient as well as 
low root-mean-square errors, will be closest to the x-axis 
point labeled "observed". It is evident from Fig. 8 that for 
the PSO-ANN, the correlation coefficient is about 0.975, 
the RMS error is less than 0.1, and the standard devia-
tion is about 0.35. The PSO-ANN and SSA-ANN mod-
els generally agree better with observations. The PSO-
ANN; however, almost has the same standard deviation 
as the observed field (indicated by the solid-red contour). 
Hence, The PSO-ANN algorithm is selected as the best 
model. Tables 2 to 4 present the relevant weight coeffi-
cients (Wij,  Wj'k ) and biases (Bi) of the PSO-ANN algo-
rithm (Fig. 9). The performance of the PSO-ANN is tested 
through repeated 10-fold cross-validation since distinct 
data splits can generate significantly different results. This 
includes basically repeating the cross-validation process 
more than once and reporting the mean result across all 
folds from all runs. This mean result, obtained using the 

(c)
Fig. 7 Effect of neuron number on models performance; a) PSO-ANN 

algorithm, b) SSA-ANN algorithm, c) AOA_ ANN algorithm

(a)

(b)

Fig. 8 Taylor diagram of the various models
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standard error, is believed to be a more reliable represen-
tation of the genuine unknown underlying average model 
performance on the database [40, 41]. Fig. 10 shows the 
results of repeated 10-fold cross-validation for the PSO-
ANN model. The arithmetic mean and the median are rep-
resented by the green triangle and the orange line, respec-
tively. The graph illustrates the average fluctuates slightly 
around 0.955. Hybrid model outperforms the back-prop-
agation of error algorithm or stochastic gradient descent 
algorithm. Optimization algorithms are a systematic 
search, but instead of random or completely exploring the 
space of possible solutions, it employs any existing knowl-
edge to choose the next step in the searching, such as a set 
of weights with reduced error [42]. Regarding computa-
tional efficiency, optimization algorithms do not require 
calculating gradients for the weights [42]. In addition, 
optimization algorithms are less likely to become trapped 
in local minima [35].

4.1 Comparison with previous studies
In order to evaluate the efficiency of the proposed PSO-
ANN model, the results of the present study are compared 
with the results of recent research on predicting the RCD 
beams' shear strength using machine learning techniques. 
Feng et al [9] used ensemble learning techniques to train 
prediction models. They used random forest (RF), adop-
tive boosting (AdaBoost), gradient boosting regression 
tree, and eXtreme Gradient Boosting (XGBoost) to esti-
mate the shear strength of deep beams. RF is a collection 
of many separate decision trees that work together to form 
an ensemble. A prediction is generated by each individ-
ual tree in the random forest. Since a lot of relatively low 
uncorrelated trees operate as a group, they surpass any 
of the individual models. AdaBoost is one of the boost-
ing algorithms to be used in problem-solving. Adaboost 
makes it possible to merge numerous weak classifiers and 
create a single strong classifier. Both classification and 
regression problems can be solved with AdaBoost algo-
rithms. AdaBoost works by giving more attention to cases 
that are difficult to categorize and less to those that are 
already well-classified. In each iteration, a new weak 
learner is inserted in order to reduce the total training 
error (Eq. (13)).	

Table 2 The weight coefficients (Wij)

I = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8 i = 9 i = 10 i = 11 i = 12 i = 13 i = 14 i = 15 i = 16

j = 1 0.0437 1 0.1472 -0.4769 0.1123 -0.2138 -0.4583 -0.027 0.0139 -0.4081 0.0287 -0.1084 0.4532 -0.4456 1 0.0143

j = 2 0.6201 -0.4306 0.3785 0.9438 -1 0.1401 -0.541 -0.9909 0.1206 0.3113 0.1136 0.0231 -0.6996 -0.6151 0.9575 0.062

j = 3 0.1846 0.547 0.1857 -0.1585 0.1508 -0.0835 -0.715 0.3379 -0.435 0.0682 0.1265 -0.1736 -0.2786 -0.184 0.1319 0.8439

j = 4 0.1011 -0.9427 -0.3796 -0.0902 0.0553 -0.299 -0.2223 0.1436 -0.1132 -0.2604 0.1998 -0.2824 -0.1015 -0.3118 -0.2774 -0.2738

j = 5 -0.6216 0.3233 -0.1093 -1 0.375 -0.2179 -0.22 0.7313 1 -0.6285 0.151 -0.3003 1 0.1944 -0.2672 -0.4275

j = 6 1 0.4237 0.1555 -0.1223 0.6119 -0.1914 -0.8868 -0.0445 -0.0025 0.1012 0.3445 -0.6935 -0.0481 0.0843 -0.4194 0.3897

Table 3 The weight coefficients (Wi'j)

j = 1 j = 2 j = 3 j = 4 j = 5 j = 6

k = 1 0.4751 -0.0754 0.2935 -0.8609 0.1331 0.5052

Table 4 Biases value

j = 1 j = 2 j = 3 j = 4 j = 5 j = 6

B1 -0.9266 0.4358 0.0718 0.0725 -0.3496 0.5536

B2 -0.0255

Fig. 9 Neural network configuration

Fig. 10 Results of repeated 10-fold cross-validation for the 
PSO-ANN model
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Total error E P x a f xt i t i
i

_ ( ) ( )= +[ ]−∑ 1 ,	 (13)

where Pt–1(xi) and P'(x) = at f(xi) are the previous learner 
and the weak learner, respectively.

The main purpose of the Gradient Boosting of Regres-
sion Trees (GBRT) approach is to reduce the model's loss 
at each step by employing a gradient descent-like tech-
nique while adding weak learners. The decision tree algo-
rithm is selected as the weak learner. The size of the deci-
sion tree algorithm is fixed. The model can be expressed 
as (Eq. (14)):

F x F x L y F x h x
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m i m
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x
F xm∂ −1
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where Fm
*
–1(x) is an imperfect model in the previous step, 

h(x) is base regression trees, gm is the negative gradient of 
the loss function. 

One of the most popular machine learning methods is 
XGBoost. It can be utilized for problems like regression 
and classification that need supervised learning. It is based 
on the gradient boosting architecture and is intended to 
broaden the scope of machine computation to produce 
a robust, portable, and precise library. The main distinc-
tion between XGBoost and GBRT is the structure of the 
objective function, which may be represented as (Eq. (15)):

obj( ) ( ) ( )θ θ θ= +L ΩΩ ,	 (15)

where L(θ) is the loss function, and Ω(θ) is the regular-
ization term. 

Zhang et al. [23] also developed a combination of sup-
port vector regression (SVR) and a genetic algorithm (GA) 
to approximate the deep beams' shear strength. The goal of 
merging the GA was to perform independent determination 
of the ideal parameter values and increase the efficiency of 
the SVR-GA model. The results of the research work of 
Feng et al [9], Zhang et al. [23], and proposed PSO-ANN 
are compared to the proposed hybrid technique. Table 5 
shows the values of various machine learning methods. 
According to the results shown in Table 5, the ANN and RF 
models had the worst performance in predicting in terms 
of R2, respectively. The AdaBoost, XGBoost, and GBRT 
models outperform the ANN and RF models. However, the 
hybrid models, PSO-ANN, SSA-ANN and the SVR-GA 
with a R2 value of 0.95, outperform other models.

4.2 Identifying important factors
To provide black-box descriptions of the prediction 
model, researchers devised a number of ways. LIME [43] 
and its variations [44] rank among the most commonly 
cited. By  adding variations to the feature vector param-
eters, these methods generate surrogate models for each 
predicted sample, learning the behavior of the refer-
ence model in the specific case of interest. The SHapley 
Additive exPlanations (SHAP) [45] take an alternative 
method, which is based on game theory. The feature rel-
evance is determined using an approximation of Shapley 
values. In  short, the weighted mean of the difference in 
prediction f S f f Si( ) ( )∪ −  is used to evaluate the rele-
vance of a  feature ( fi), where S is a subset of the source 
set of features, f is the original prediction model to be 
explained, and the data of the full set are considered miss-
ing. Fig.  11 shows the impact of each feature regarding 
the model output (PSO-ANN) using the overall SHAP 
values. The input parameters are listed on the y-axis in 
order of relevance (from top to bottom). It is seen from 
Fig. 10 that beam span (l0) has the highest positive impact 
in predicting shear strength, while l0/h has the highest neg-
ative impact in predicting shear strength. The beam width 
(b) and concrete compressive strength ( fc) have a positive 
impact and takes third and fourth places in the order of 
importance for predicting shear strength, respectively. 
The strength of horizon reinforcement ( fy,h) is one prom-
inent variable with positive impact, while it appears a bit 
later (seven place). a/h0 and a take fifth and sixth places, 
negatively predicting the shear strength. Interestingly, the 
longitudinal reinforcement (ρ) takes tenth place, but web 
reinforcement ratio in the vertical and horizontal direction 
(ρv,h) take fourteenth and sixteenth places.

Table 5 R2 values of various machine learning method 

Models R2

PSO-ANN 0.955

SSA-ANN 0.955

AOA-ANN 0.949

RF [9] 0.906

AdaBoost [9] 0.919

GBRT [9] 0.910

XGBoost [9] 0.928

SVR-GA [23] 0.958

ANN [23] 0.884
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4.3 Comparisons with national design codes models
For estimating the shear strength of RCD beams, national 
design codes offer empirical/mechanics-driven models. 
Here, design codes of China, US, Canada and Europe are 
considered for comparison with hybrid model (PSO-ANN). 
China's code formulation is a semi-empirical semi-ana-
lytical formula, whereas the other equations are devel-
oped using the strut-and-tie model. The following are the 
detailed expressions of Chinese code equation (Eq.  (16), 
US code (Eq. (17)), Canadian code equation (Eq. (18)), and 
European code equation (Eq. (19) [46–49].
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where ft is the concrete tensile strength, βs is strut coeffi-
cient, θ is the angel between the strut and horizontal direc-
tion, ws is the width of the strut, lpE is the width of the 
top loading, wt is the height of the nodal region, lpP is the 
width of the bottom supporting plates, εs is the tie's tensile 
strain, and the distance between the top and bottom nodal 
regions is denoted by db. The rest of the parameters are 
defined previously (Section 2). Table 6 includes statistical 
data on the distribution of predicted-to-test ratios (PTR) 
calculated using various methodologies. The mean, stan-
dard deviation (STD), and coefficient of variation (C.O.V.) 
value of PTR for the PSO-ANN are 1.00, 0.11, and 11.0%, 
respectively. The hybrid model surpasses all four mechan-
ical models. 

Fig. 11 Explanations for the hybrid model using SHAP method

Table 6 Performance comparisons between hybrid model and design 
codes models

Models
The ratio of predicted/tested value

Min. Max. Mean STD C.O.V. (%)

Chinese code: 
GB50010-2010 0.36 3.24 1.43 0.39 27.0

US code: ACI 318 0.30 5.27 1.57 0.69 43.9

Canadian code: CSA 
A23.3-04 0.59 4.50 1.56 0.56 35.8

European code: EU2 0.44 3.47 1.42 0.54 38.0

PSO-ANN 0.76 1.40 1.0 0.11 11.0
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5 Conclusions
The estimation of the shear capacity of reinforced con-
crete deep (RCD) beams has become a difficult and 
important task that has attracted the interest of research-
ers. This research looks into the possibility of employing a 
hybrid model to predict the shear capacity of RCD beams. 
To construct the comprehensive relationship between the 
shear strength capacity and its affecting components, 
three metaheuristic algorithms, including particle swarm 
optimization (PSO), Archimedes optimization algorithm 
(AOA), sparrow search algorithm (SSA), are combined 
with the artificial neural network (ANN). The creation 
and validation of the models were carried out using a data 
set gathered using prior studies, which included 271 test 
results. The results show that the PSO-ANN, AOA_ANA, 
and SSA-ANN models perform well with a  coefficient 
of determination of 0.955, 0.949, and 0.955, respectively. 
Among the hybrid models, the PSO-ANN model was 
more accurate, by using fewer neurons in the hidden layer. 
Six well-established machine learning predictive models, 
which were utilized by other researchers, were considered 
in this study for comparison and validation, including RF, 
AdaBoost, GBRT, XGBoost, SVR-GA, and ANN. These 
results suggest that the hybrid models (PSO-ANN and 
SVR-GA) have acceptable performance and outperform 
other machine learning predictive models. The application 
of the SHapley Additive exPlanations approach to rank 
input parameters and describe the contributing elements 
to the shear capacity of the RCD beams is further explored 
in this paper. It should be noted that beam span (l0) has the 
highest positive impact in predicting shear strength, while 

l0/h has the highest negative impact in predicting shear 
strength. The results of this study demonstrate the signif-
icant potential of the hybrid model for predicting predict 
the shear capacity of the RCD beams. The model can be 
used in a variety of ways in structural design and analysis. 
For example, in the design stage of the RCD beams, it can 
be used to quickly anticipate shear strength and examine 
the impact of various design factors. It can also be used as 
a generic tool for evaluating the performance of various 
mechanical models and empirical formulas in design stan-
dards. However, there is still potential for development 
in this field, such as applying active learning to enhance 
computing efficiency, establishing a mechanics-guided 
shear strength framework based on machine learning for 
better application, and so on.  To better anticipate the shear 
strength of the RCD beams, a larger dataset range also 
must be developed in the future.
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