A Substructure-based Model Updating Method to Damage Detection for Large-scale Structures

Jiexin Yu\textsuperscript{1}, Wei Lin\textsuperscript{2*}, Xin Chen\textsuperscript{1}, Benfei Xie\textsuperscript{3}

\textsuperscript{1} Faculty of Engineering, Fujian Jiangxia University, Xiyuangong Road 2., 350108 Fuzhou, Fujian, China
\textsuperscript{2} Faculty of Civil Engineering, Fuzhou University, Xue Yuan Road 2., 350108 Fuzhou, Fujian, China
\textsuperscript{3} Fuzhou Guiwu Real Estate Co., Ltd., Wentang Road 237., Jinan District, 350011 Fuzhou, Fujian, China

\* Corresponding author, e-mail: cewlin@fzu.edu.cn

Received: 17 July 2023, Accepted: 20 October 2023, Published online: 03 January 2024

Abstract

The health monitoring and damage detection of structures are major scientific issues that the civil engineering discipline, which made great achievements in the 20\textsuperscript{th} century, has bequeathed to the 21\textsuperscript{st} century. Despite the installation of health monitoring systems in many large structures, implementing damage detection through finite element model updating is often time-consuming or even infeasible due to the size of the model and the presence of numerous uncertain parameters. To address this issue, this paper proposes a substructure-based model updating method. The entire structure is divided into substructures with reduced degrees of freedom, allowing for the simplification of the motion equation by employing only a small number of low-order modes from each substructure. Consequently, the analysis scale of the structure is effectively reduced. The discarded higher modes are compensated by residual modes to ensure the accuracy of structural response and sensitivity. Subsequently, a damage identification program substructure-based model updating is developed, which is applied to component mode synthesis and damage identification for large structures. By precisely detecting damage in critical areas, accurate diagnosis and evaluation of the global structural safety are achieved. The results validate the implementation, computational efficiency, and accuracy of the proposed substructure-based model updating method. This approach shifts the focus from model updating of the entire structure to model updating of substructures, with the aim of fundamentally resolving the technical challenge of accurate damage detection of large and complex structures. Furthermore, it provides theoretical support for the practical application of damage detection in large civil structures.
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1 Introduction

During the entire service life of structures, their structural performance gradually degrades over time due to environmental influences, resulting in varying degrees of damage such as cracks and deformations. The traditional approach is to conduct maintenance after localized failure or damage occurs in the structure, known as post-maintenance. However, carrying out post-maintenance on structures that have suffered significant damage and performance degradation will significantly increase maintenance costs, often with minimal benefit. By utilizing health monitoring technology to detect structural defects as early as possible, timely repairs can be undertaken before the structural performance reaches its limit state. This proactive approach of “treating minor issues to prevent major problems” ensures structural safety, extends the service life, and facilitates predictive maintenance.

Health monitoring technology was first introduced in the field of civil engineering around 1970. Currently, numerous large-span bridges and buildings have been equipped with health monitoring systems, both domestically and internationally. Examples include the Golden Gate Bridge in the United States [1], the Akashi Kaikyo Bridge in Japan [2], and in China, structures such as the Tsing Ma Bridge [3], the Guangzhou TV Tower [4], and the Shenzhen Ping-An Financial Center [5]. However, large structures like the Guangzhou TV Tower generate over 200,000 monitoring data in a single day and up to 100 million in a year, making it extremely challenging
to diagnose structural safety conditions accurately and swiftly from such a vast amount of monitoring data [6–8].

In the past two decades, there has been significant interest in utilizing dynamic property changes for damage detection [9–14]. The finite element model updating technique involves adjusting model parameters iteratively based on measured data, aiming to minimize the differences between theoretical and measured values. This iterative process aims to obtain a finite element model that closely represents the actual structure, treating it as an optimization problem. Shi et al. [15] proposed a sensitivity-based model updating method to detect and quantify damage in two-dimensional truss structures using incomplete measurement modes. Wu and Li [16] conducted model updating for Nanjing TV Station using frequency and vibration mode analysis. Weber and Paultre [17] performed experiments to identify damage in three-dimensional towers using a sensitivity-based model updating method. These studies demonstrate that the damage identification method based on finite element model updating can achieve accurate damage localization and quantification, making it one of the most direct and effective approaches for structural health assessment.

However, for large and complex engineering structures with finite element models consisting of thousands or even millions of degrees of freedom, traditional model updating methods result in a significant number of matrix operations, posing great challenges to the solution process. For instance, Papadimitriou and Papadiot [18] conducted a study on the Egnatia Odos highway bridge in Greece. The bridge's finite element model consisted of 562,101 degrees of freedom and 97,636 elements, and an intact structure was performed for modal updating, taking approximately one month and seven days to complete the computation. Xia et al. [19] carried out model updating for the Balla Balla Bridge in Western Australia, which had a finite element model with 4,200 degrees of freedom and 1,200 elements. The convergence required 155 iterations and approximately 420 hours to achieve. Duan et al. [20] developed a finite element model for the Tsing Ma Bridge, which included about 1.2 million degrees of freedom, and it took 5 hours to solve the first 100 eigen solutions of the model. Despite the increasing computational power, which has created favorable conditions for finite element model updating, achieving precise model updating and damage identification for large structures remains challenging in practical applications.

To address the challenges, this paper proposes the application of the substructuring method for damage identification, employing a local-to-global analysis approach by dividing the entire structure into substructures for separate analysis. In comparison to the global structure, substructures exhibit higher sensitivity to local element damage, as well as fewer degrees of freedom and parameters requiring updated. This approach effectively reduces the computational scale and expedites the convergence of the optimization process. By analyzing and detecting individual substructures, the need for repetitive calculations on the entire structure is circumvented, thereby significantly reducing the computational burden associated with dynamic analysis and finite element model updating for large structures. Through the extraction of key information, the structural safety status can be accurately determined, providing an effective method for the health monitoring of large structures during service.

2 Free interface component mode synthesis method

The free interface component mode synthesis (CMS) method, developed by Craig and Chang [21], is based on the concept of dividing a complex structure into substructures with free interfaces. The method involves performing modal analysis for each substructure to extract their respective eigenmodes, which is then combined to represent the global structure. Take Fig. 1 as an example, where the global structure with degrees of freedom \( N \) is divided into two substructures \( a \) and \( b \) for illustration. The degrees of freedom of substructures \( a \) and \( b \) are \( N_a \) and \( N_b \), respectively. For the purpose of this illustration, we will focus on substructure \( a \). The undamped dynamic equation for substructure \( a \) can be defined by:

\[
M^{(a)} \ddot{x}^{(a)} + K^{(a)} x^{(a)} = f^{(a)}. \tag{1}
\]

In this paper, superscript "(a)" is used to denote the item corresponding to substructure \( a \). The mass and stiffness matrices, denoted as \( M^{(a)} \) and \( K^{(a)} \) respectively, have a size of \( N_a \times N_a \). The displacement and acceleration vectors, represented by \( x^{(a)} \) and \( \ddot{x}^{(a)} \), respectively, have a size of \( N_a \times 1 \). The load vector, denoted as \( f^{(a)} \), contains the connecting loads from neighboring substructures. A coordinate transformation relating physical coordinates to modal coordinates can be expressed as:

![Fig. 1 Global structure and substructures](image-url)
\[ x^{(a)} = \Phi^{(a)} p^{(a)}, \]  

where \( \Phi^{(a)} \) is the eigenvector matrix of the substructure, with a size of \( N_s \times N_s \); \( p^{(a)} \) represents the modal coordinate. According to the lower and higher modes, Eq. (2) can be rewritten as:

\[ x^{(a)} = \begin{bmatrix} \Phi^{(a)} & \Phi_h^{(a)} \end{bmatrix} \begin{bmatrix} p_l^{(a)} \\ p_h^{(a)} \end{bmatrix} = \Phi_l^{(a)} p_l^{(a)} + \Phi_h^{(a)} p_h^{(a)}, \]  

where \( \Phi_l^{(a)} \) and \( \Phi_h^{(a)} \) represents the lower and higher modes with a size of \( N_s \times N_l \) and \( N_s \times N_h \).

To reduce the computational complexity while maintaining the accuracy of modal synthesis, the method retains only a limited number of lower modes. The discarded higher modes can be compensated for using residual flexibility modes, with the interface force acting as the corresponding coordinate. This expression can be approximated as:

\[ x^{(a)} = \Phi^{(a)} p^{(a)} + \psi_h^{(a)} f_j^{(a)} = \begin{bmatrix} \Phi^{(a)} & \psi_h^{(a)} \end{bmatrix} \begin{bmatrix} p_l^{(a)} \\ f_j^{(a)} \end{bmatrix}, \]  

where \( f_j^{(a)} \) is the interface force with a size of \( N_j \times 1 \) and \( N_j \) is the number of interface DOFs; \( \psi_h^{(a)} \) is the residual flexibility, can be expressed as:

\[ \psi_h^{(a)} = \Phi_h^{(a)} (\Omega_h^{(a)})^{-1} (\Phi_h^{(a)})^T (B^{(a)})^T. \]  

Given that the flexibility matrix can be decomposed into lower and higher modes as:

\[ (K^{(a)})^{-1} = \Phi^{(a)} (\Omega^{(a)})^{-1} (\Phi^{(a)})^T \]
\[ = \Phi_l^{(a)} (\Omega_l^{(a)})^{-1} (\Phi_l^{(a)})^T + \Phi_h^{(a)} (\Omega_h^{(a)})^{-1} (\Phi_h^{(a)})^T. \]  

We define:

\[ G^{(a)} = (K^{(a)})^{-1} (B^{(a)})^T \]
\[ = \Phi_l^{(a)} (\Omega_l^{(a)})^{-1} (\Phi_l^{(a)})^T (B^{(a)})^T + \Phi_h^{(a)} (\Omega_h^{(a)})^{-1} (\Phi_h^{(a)})^T (B^{(a)})^T = \psi_a^{(a)} + \psi_h^{(a)}, \]

where \( \psi_a^{(a)} \) and \( \psi_h^{(a)} \) represent the contributions of the lower and higher modes to the flexibility matrix, respectively. \( \psi_h^{(a)} \) can be calculated as:

\[ \psi_h^{(a)} = G^{(a)} - \psi_a^{(a)}. \]  

If a substructure is floating, then the inverse of \( K^{(a)} \) is unavailable. In such case, the rigid-body modes \( \Phi_h^{(a)} \) are disregarded. The derivation of the equation mentioned here is quite complex and cannot be fully explained in this context. Detailed information can be found in [21] for a comprehensive understanding. The flexibility matrix with rigid-body modes can be written as:

\[ G^{(a)} = (\gamma_l^{(a)})^T \gamma_h^{(a)} (B^{(a)})^T, \]  

\[ \gamma_l^{(a)} = I^{(a)} - M^{(a)} \psi_h^{(a)} (\Phi_h^{(a)})^T. \]

When Eq. (4) is substituted into Eq. (1) and pre-multiplying both sides by \( \begin{bmatrix} \Phi^{(a)} & \psi_h^{(a)} \end{bmatrix}^T \), one obtains:

\[ \tilde{M}^{(a)} p_l^{(a)} + \tilde{K}^{(a)} p_h^{(a)} = \begin{bmatrix} \Phi_i^{(a)} \\ \psi_k^{(a)} \end{bmatrix} (B^{(a)})^T f_j^{(a)}, \]

where:

\[ \tilde{M}^{(a)} = \begin{bmatrix} I^{(a)} & 0 \\ 0 & M^{(a)} \end{bmatrix}, \quad \tilde{K}^{(a)} = \begin{bmatrix} \Omega^{(a)} & 0 \\ 0 & K^{(a)} \end{bmatrix}. \]

The size of the equations presented above is \( (N_s + N_j) \). \( \Omega^{(a)} \) and \( \Omega_h^{(a)} \) are eigenvalue matrices for the lower and higher modes, respectively; \( I \) is the identity matrix; \( B^{(a)} \) is the Boolean matrix; \( M^{(a)} \) and \( K^{(a)} \) are the residual mass and residual stiffness matrices, respectively. They are computed as:

\[ M^{(a)} = (\psi_h^{(a)})^T M^{(a)} \psi_h^{(a)}, \quad K^{(a)} = (\psi_h^{(a)})^T K^{(a)} \psi_h^{(a)}. \]

To assemble two substructures together for representing the dynamics of the entire structure, it can be block-diagonally assembled as:

\[ \begin{bmatrix} \tilde{M}^{(a)} & 0 \\ 0 & \tilde{M}^{(b)} \end{bmatrix} \begin{bmatrix} p_l^{(a)} \\ p_l^{(b)} \end{bmatrix} + \begin{bmatrix} \tilde{K}^{(a)} & 0 \\ 0 & \tilde{K}^{(b)} \end{bmatrix} \begin{bmatrix} p_h^{(a)} \\ p_h^{(b)} \end{bmatrix} = \begin{bmatrix} \Phi_i^{(a)} \\ \psi_k^{(a)} \end{bmatrix} (B^{(a)})^T \begin{bmatrix} f_j^{(a)} \\ f_j^{(b)} \end{bmatrix} \begin{bmatrix} \Phi_i^{(b)} \\ \psi_k^{(b)} \end{bmatrix} (B^{(b)})^T. \]

Similarly, the superscript "(b)" represents the item associated with substructure b. Substructures a and b are connected at the common interface. The compatibility of displacements and equilibrium of perpendicular normal forces at the interface between substructure a and
and substructure $b$. And they can be expressed through Eqs. (15) and (16):

$$x_j^{(a)} = x_j^{(b)},$$

$$f_j^{(a)} = -f_j^{(b)}.$$  \hspace{1cm} (15) \hspace{1cm} (16)

Given $x_j^{(a)} = B^{(a)} x^{(a)}$ and $x_j^{(b)} = B^{(b)} x^{(b)}$, by substituting Eq. (4) into Eq. (15), we have:

$$B^{(a)} (\Phi^a p + \psi^a f_j)^{(a)} = B^{(b)} (\Phi^b p + \psi^b f_j)^{(b)}.$$  \hspace{1cm} (17)

By combining Eqs. (16) and (17), the interface force can be determined as follows:

$$f_j^{(a)} = -f_j^{(b)} = \left[ (B\psi^a)^{(a)} + (B\psi^a)_{(b)} \right]^{-1} \left[ (B\Phi^a p)^{(a)} - (B\Phi^a p)^{(b)} \right].$$  \hspace{1cm} (18)

Hence, the modal coordinates of substructures can be transformed into the modal coordinates associated with the lower modes as follows:

$$p = \begin{bmatrix} p_j^{(a)} \\ p_j^{(b)} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ A & D \end{bmatrix} \begin{bmatrix} p_j^{(a)} \\ p_j^{(b)} \end{bmatrix} = T q,$$  \hspace{1cm} (19)

where:

$$A = \left[ (B\psi^a)^{(a)} + (B\psi^a)_{(b)} \right]^{-1} (B\Phi^a)^{(a)},$$

$$D = \left[ (B\psi^a)^{(a)} + (B\psi^a)_{(b)} \right]^{-1} (B\Phi^a)^{(b)},$$  \hspace{1cm} (20)

where $T$ is the transformation matrix of size $(N_a + N_b + 2N_f) \times (N_a + N_b)$ and $q$ represents the modal coordinate associated with the lower modes of the two substructures, with a size of $(N_a + N_b) \times 1$. Substituting Eq. (19) into Eq. (14) and pre-multiplying both sides by $T^T$, we obtain:

$$M' p + K' q = 0,$$  \hspace{1cm} (21)

where:

$$M' = T^T M T, \hspace{0.5cm} K' = T^T K T.$$  \hspace{1cm} (22)

Equation (21) is the final eigensystem equation of the assembled global structure with a size of $(N_a + N_b)$. Since the interface forces always appear in pairs when there is no external force, the right-hand term of Eq. (21) is zero. Assuming that its eigensolutions are $\Omega'$ and $\Phi'$, the eigenvalues of the original system are $\Omega$ and the eigenvectors can be transformed as:

$$\Phi = \begin{bmatrix} \Phi^{(a)} \\ \Phi^{(b)} \end{bmatrix},$$

where superscript ‘$p$’ denotes the diagonal assembly of the substructural matrices. Since only a few lower modes of each substructure are included, the size of the reduced eigenequation ($N_a + N_b$) is much smaller compared to the global eigenequation with size $N$. This allows us to avoid solving the large eigenequation, leading to computational efficiency.

3 Finite element model updating method based on substructure

Structural damage cause variations in structural responses and identifying damage by detecting variations in structural dynamic properties is a typical approach to solving inverse problems. The finite element model updating method uses structural parameters as the updating variables and employs iterative optimization to reproduce the actual dynamic properties of the structure. It is extensively employed in engineering for solving inverse problems [22]. The relationship between structural responses and structural parameters can be established through a first-order Taylor expansion, given by:

$$R - R_a = S (r - r_a),$$  \hspace{1cm} (23)

where $R$ and $R_a$ are the experimental and analytical responses of the structure, respectively; $r_a$ and $r_a$ represent the corresponding structural parameter vectors. The matrix $S$ is a sensitivity matrix that relates the change in the structural parameters to changes in the vibration properties. It can be obtained by calculating the derivatives of the structural responses with respect to the structural parameters. In practical structures, damage typically affects the stiffness matrix, in the subsequent derivations, it is assumed that damage causes a reduction in the stiffness of one or more elements in the structure.

During the optimization process, the elemental parameters in the analytical model are iteratively modified to match the experimental vibration properties. When the structure has a large number of degrees of freedom, traditional model updating methods based on the system matrices of the global structure can become computationally challenging. In each iteration, it is necessary to recalculate the eigensolutions and eigensensitivity matrix of the analytical model, which can be time-consuming and complex. The sensitivity matrix of the element level damage identification for more precise damage localization and quantification can be obtained by using the substructuring
method. According to Eq. (21), the eigen equation of the $i$-th mode ($i = 1, 2, \ldots, N$) representation as:

$$
(K - M \lambda_i) \Phi_i^* = 0. \tag{25}
$$

Differentiating Eq. (25) with respect to parameter $r$ one obtains:

$$
\frac{\partial}{\partial r} \left( K - M \lambda_i \right) \Phi_i^* + \left( K - M \lambda_i \right) \frac{\partial \Phi_i^*}{\partial r} = 0. \tag{26}
$$

Pre-multiplying both sides of Eq. (30) by $(\Phi_i^*)^T$, we have:

$$(\Phi_i^*)^T \frac{\partial}{\partial r} \left( K - M \lambda_i \right) \Phi_i^* + (\Phi_i^*)^T \left( K - M \lambda_i \right) \frac{\partial \Phi_i^*}{\partial r} = 0. \tag{27}
$$

$$(K - M \lambda_i) \Phi_i^* = 0 \quad \text{and} \quad (K - M \lambda_i) \text{is symmetric.} \quad \text{Hence, Eq. (27) can be simplified as:}

$$(\Phi_i^*)^T \frac{\partial}{\partial r} \left( K - M \lambda_i \right) \Phi_i^* = 0. \tag{28}
$$

Considering that the normalization property of $\Phi_i^*$, the derivative of eigenvalue $\lambda_i$ can be expressed by:

$$
\frac{\partial \lambda_i}{\partial r} = (\Phi_i^*)^T \frac{\partial}{\partial r} K \Phi_i^*. \tag{29}
$$

According to Eq. (23), the $i$-th eigenvector of the global structure can be written as:

$$
\Phi_i = \Phi_i^T \Phi_i. \tag{30}
$$

Differentiating Eq. (30) with respect to parameter $r$ one obtains:

$$
\frac{\partial \Phi_i}{\partial r} = \Phi_i^T \frac{\partial T}{\partial r} \Phi_i + \Phi_i^T \frac{\partial \Phi_i}{\partial r}, \tag{31}
$$

where $\frac{\partial \Phi_i}{\partial r}$ is the derivative of the eigenvector of the substructure that contains parameter $r$, and it can be calculated within the substructure. $\frac{\partial \Phi_i}{\partial r}$ can be expressed by following Nelson's method [23] as:

$$
\frac{\partial \Phi_i}{\partial r} = v_i + c_i \Phi_i^*. \tag{32}
$$

where $c_i$ is the participation factor. By substituting Eq. (32) into Eq. (26), we have:

$$
(K - M \lambda_i)(v_i + c_i \Phi_i^*) = -\frac{\partial}{\partial r} \left( K - M \lambda_i \right) \Phi_i^*. \tag{33}
$$

Given that $(K - M \lambda_i) \Phi_i^* = 0$, Eq. (33) can be simplified as:

$$
X_i v_i = Y_i, \tag{34}
$$

where:

$$
X_i = (K - M \lambda_i)^{-1}, \quad Y_i = -\frac{\partial}{\partial r} (K - M \lambda_i) \Phi_i^*. \tag{35}
$$

Vector $v_i$ can be solved using Eq. (34). The solution of $c_i$ can be calculated from the orthogonal condition of the eigenvector:

$$
(\Phi_i^*)^T M \Phi_i^* = 1. \tag{36}
$$

Differentiating Eq. (36) with respect to $r$ yields:

$$
\frac{\partial}{\partial r} (\Phi_i^*)^T M \Phi_i^* + (\Phi_i^*)^T \frac{\partial M}{\partial r} \Phi_i^* \tag{37}
$$

$$
+ (\Phi_i^*)^T M \frac{\partial \Phi_i^*}{\partial r} = 0.
$$

By substituting Eq. (32) into Eq. (37), given $\frac{\partial M}{\partial r} = 0$, yields Eq. (38):

$$
\left[ (v_i)^T + c_i (\Phi_i^*)^T \right] M \Phi_i^* + (\Phi_i^*)^T M (v_i + c_i \Phi_i^*) = 0. \tag{38}
$$

The participation factor $c_i$ can be obtained as:

$$
c_i = -\frac{1}{2} \left( (v_i)^T M \Phi_i^* + (\Phi_i^*)^T M v_i \right). \tag{39}
$$

The final form for the first-order derivative of $\Phi_i^*$ with respect to parameter $r$ is expressed by Eq. (40):

$$
\frac{\partial \Phi_i^*}{\partial r} = v_i - \frac{1}{2} \left[ (v_i)^T M \Phi_i^* + (\Phi_i^*)^T M v_i \right] \Phi_i^*. \tag{40}
$$

4 Numerical simulation of component mode synthesis

4.1 Numerical example

A numerical study of a large-scale frame structure is conducted, as depicted in Fig. 2. This structure consists of 12 floors, each with a height of 2.9 m. It features 4 spans in the X-direction, with each span measuring 8.4 m, as well as 3 spans in the Y-direction, with each span having a length of 5.7 m. The node numbers indicated in Fig. 2 correspond to the global structure, which comprises 260 nodes. The bottom 20 nodes are fixed supports, resulting in a total of 1440 degrees of freedom. The total number of components is 612. The beam and column components are I-beams, where the cross-section parameters of the beam are $a = 0.4 \text{ m}$, $b = 0.2 \text{ m}$, and $t = 0.02 \text{ m}$, and the
cross-section parameters of the column are $h = 0.4 \text{ m}$, $b = 0.4 \text{ m}$, $t = 0.02 \text{ m}$. The elements are constructed from Q235 steel, and their nonlinear material behavior is characterized by a bilinear kinematic hardening model along with the Von Mises yield criterion. The slope of the elastic segment is taken as the elastic modulus of the steel material, and the slope of the strengthening segment is taken as 1/100 of the elastic segment. Specifically, the material properties of the steel are defined as follows: Young’s modulus $= 2.1 \times 10^5 \text{ MPa}$, Mass density $= 7800 \text{ kg/m}^3$, Poisson’s ratio $\nu = 0.3$.

The stiffness matrix and mass matrix of both the frame model and the substructures are established using the MATLAB [24] code. This preparation enables further CMS and model updating. To validate the results obtained from MATLAB [24], modal analysis is performed using the finite element model in ANSYS [25], and the first 3 mode shapes are depicted in Fig. 3.

To evaluate accuracy, the relative change $Diff$ of frequency $f$ and the modal assurance criterion (MAC) are utilized. A MAC value of 0 implies that two sets of modes $\phi$ are completely unrelated, while a value of 1 indicates complete correlation between vibration modes. The specific formula is as follows:

$$
Diff \left( f^i, f^o \right) = \left| \frac{f^i - f^o}{f^o} \right|, 
$$

$$
MAC(\phi^i, \phi^o) = \frac{\phi^i \phi^o}{\phi^i \phi^o}.
$$

Fig. 2 Large-scale frame structure (unit: mm)

Fig. 3 The first 3 mode shapes of the FE model for the structure (unit: m); (a) Mode 1; (b) Mode 2; (c) Mode 3
Table 1 lists the corresponding frequencies and MAC values, obtained from both MATLAB [24] and ANSYS [25]. A comparison between the two sets of data reveals that the modal analysis conducted using MATLAB [24] is highly accurate. The maximum discrepancy among the first 10 modal frequencies is only 0.9451%, and the MAC values for each mode are nearly equal to one, indicating that MATLAB [24] accurately replicates its structural dynamic behavior of the system.

4.2 Effectiveness of component mode synthesis

In order to accurately capture the global modal parameters, it is essential to establish a reasonable criterion for modal truncation to select the relevant modes of the substructure. By substituting Eq. (3) into Eq. (1) and pre-multiplying both sides by $(\Phi^{(a)})^T$, we obtain Eq. (43):

$$I_s^{(a)}p_s^{(a)} + \Omega_s^{(a)}p_s^{(a)} = (\Phi^{(a)})^T \left( B^{(a)} \right)^T f_j^{(a)}.$$  

(43)

For example, the subsystem vibrates at frequency $\omega$ and amplitude $b$, that is, $p_s = b \sin(\omega t)$ and $\dot{p}_s = -\omega^2 b \sin(\omega t)$. The first term in Eq. (41) is much smaller than the second term, thus it can be concluded as:

$$|\omega^2 b \sin(\omega t)| << |\omega^2 b \sin(\omega t)|;$$  

(44)

$$\lambda << \lambda_\alpha.$$  

(45)

Based on the derivation, it can be inferred that the discarded higher-order eigenvalues of the substructures, which must be significantly larger than the eigenvalues to be solved for the global structure.

To facilitate the analysis, the global structure is evenly divided into three substructures, as depicted in Fig. 4. Following to the CMS method, the global structure is divided into substructures and all interface constraints are removed. This decomposition of the entire structural system into several independent substructures enables entirely independent research on the dynamic analysis of each substructure. In Fig. 4, the substructure 1 is fixed and constrained at the bottom, while the substructures 2 and 3 are floating and unconstrained at the interfaces 1 and 2. Detailed information regarding the global structure and each substructure can be found in Table 2.

In this example, the first 10 modes of the global structure are of interest. Through modal analysis of the global structure, it has been determined that the 10th eigenvalue is 705.388 rad$^2$/s$^2$. To assess the impact of the number of reserved modes on the CMS, three schemes of retained modes have been selected. Each scheme preserves eigenvalues of the substructures that are 10, 20, and 50 times greater than the eigenvalues to be solved for the global

<table>
<thead>
<tr>
<th>Table 2 The information of the global structure and substructures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structural information</td>
</tr>
<tr>
<td>Number of nodes</td>
</tr>
<tr>
<td>Number of DOFs</td>
</tr>
<tr>
<td>Number of elements</td>
</tr>
<tr>
<td>Number of interface nodes</td>
</tr>
<tr>
<td>Number of retained modes</td>
</tr>
<tr>
<td>Scheme 2</td>
</tr>
<tr>
<td>Scheme 3</td>
</tr>
</tbody>
</table>
structure. These schemes are presented in Table 2 as Schemes 1, 2, and 3, respectively.

Figs. 5 and 6 illustrates the modal error between the reconstructed structural calculation results obtained using the free interface CMS method and the calculation results of the complete finite element model. It is evident that as the reserved modal order of the substructure increases, the calculation accuracy after synthesis improves significantly. Most frequency relative errors for the three modal retention schemes are below $10^{-2}$, demonstrating good accuracy. When the number of reserved modes is increased to Scheme 3, the maximum frequency relative error is only $8.778 \times 10^{-5}$. Regarding vibration modes, Scheme 1 exhibits a minimum MAC value of 0.9837 for the 7th order vibration mode. The first 10 orders of MAC in the other two schemes are greater than 0.9957, while Scheme 3 attains a minimum MAC value of 0.9996. These results indicate that the reconstructed structure obtained through the free interface CMS method aligns closely with the calculation results of the original global structure, ensuring the accuracy of the proposed CMS method in calculating eigensolutions.

Referring to Table 2, it can be observed that compared to the number of degrees of freedom in the global model, the restructuring of the structure using the CMS technique significantly reduces the number of degrees of freedom. Scheme 3, which retains the highest number of modes, accounts for only about 25.7% of the original structure, while maintaining high calculation accuracy. This reduction in degrees of freedom will greatly facilitate the practical application of the proposed sub-structuring method in finite element model updating.

4.3 Impact of local damage on eigenparameters

To investigate the sensitivity of the eigenparameters of the global structure and substructures to local damage, damage is simulated by reducing the bending stiffness of the element. The specific damage scenarios are listed in Table 3, and the detailed location is depicted in Fig. 2. Fig. 7 presents the variations in eigenparameters of the global structure and substructures as the damage degree increases from 50% to 80% at the same damaged element for both Case 1 and Case 2.

Based on the calculation results, it can be observed that the degree of change in structural eigenparameters is significantly positively correlated with the extent of damage. For instance, when the damage degree is 50%, the relative change of the first 10 frequencies of the global structure does not exceed 0.015, and the average of the first 20 MAC values of eigenvectors is 0.997. As the damage degree increases to 80%, the maximum relative change of the first 10 frequencies is 0.033, and the average of the first 20 MAC values of eigenvectors decreases to 0.735. These findings demonstrate that as the damage degree increases, the eigenparameters exhibit a higher rate of change, indicating greater sensitivity to damage. However, the overall amplitude of change in the global eigenparameters by local damage is not significant.

The analysis reveals that local damage leads to relatively minor changes in the global eigenparameters, while the

![Fig. 5 Relative error of frequency](image)

![Fig. 6 Error of MAC](image)

<p>| Table 3 Simulated damage scenarios |
|-------------------------------|------------------|</p>
<table>
<thead>
<tr>
<th>Case</th>
<th>Damaged element</th>
<th>Reduction of bending rigidity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No. 33–35</td>
<td>−50%</td>
</tr>
<tr>
<td>2</td>
<td>No. 33–35</td>
<td>−80%</td>
</tr>
<tr>
<td>3</td>
<td>No. 85</td>
<td>−50%</td>
</tr>
<tr>
<td>4</td>
<td>No. 103 and 347</td>
<td>−50%, −60%</td>
</tr>
</tbody>
</table>
same predetermined damage induces significant changes in the substructural eigenparameters. When the damage degree is at 50%, the relative change of the first 10 frequencies of the substructure generally falls around 0.02, with a maximum of 0.0221. The average of the first 20 MAC values of eigenvectors is 0.886. As the damage degree increases to 80%, the maximum relative frequency change of the substructure reaches 0.105, which is approximately 3.2 times higher than that of the global structure. The average of the first 20 MAC values of eigenvectors is 0.484.

From the analysis of the two damage conditions, it becomes evident that the eigenparameters of the substructure are more sensitive to damage compared to the global structure. Furthermore, the magnitude of change in eigenparameters caused by preset damage surpasses the error introduced by component mode synthesis, as shown in Scheme 3 of Fig. 5. Consequently, the proposed substructuring method exhibits significant advantages in damage identification for large-scale structures.

5 Numerical simulation of structural damage identification

5.1 Damage identification program

Establish the initial model and damage model using the MATLAB code [24], and write a damage identification program of substructure-based model updating. The program defines the Young's modulus of the structure as the updating parameter during the finite element model updating process. The specific steps are as follows:

1. Step 1: Structural decomposition:
   To effectively detect early structural damage and identify hidden risks, it is crucial to prevent local minor damages from being obscured by noise. This enables a comprehensive identification of structural damage and direct evaluation of its performance.
   
   One approach to achieve this is by employing the substructuring method, which involves dividing the entire structure into several substructures, as depicted in Fig. 3. The Stiffness matrix \( K \) and Mass matrix \( M \) of each substructure are assembled to analyze the modal properties of each substructure, such as the eigenvalue \( \lambda \), the lower order modes \( \varphi \), and the residual flexibility \( \psi \).

2. Step 2: Substructure-based model updating:
   Model updating is performed on the substructure by considering the first-order partial derivatives of the eigenvalues \( \lambda \) and eigenvectors \( \varphi \) with respect to the updating parameter \( r \), as described by Eqs. (29) and (40). These calculations contribute to the formation of the substructure sensitivity matrix \( S \). Since each substructure operates independently, parallel computation can be employed. Moreover, the updating parameter \( r \) is solely associated with the stiffness and mass matrices of the substructure that contains it, remaining unaffected by other substructures. Consequently, during the computation of the sensitivity matrix \( S \), substructures not containing the updating parameter \( r \) are assigned a sensitivity value of zero. By localizing damage and focusing on specific substructures, the number of unknown variables is significantly reduced, leading to a substantial improvement in model updating efficiency. The updating parameters are then reassembled, and the model properties of the substructure are recalculated following the modal updating process.

3. Step 3: Component mode synthesis:
   The modified substructures are assembled into diagonal blocks following Eq. (14), and the eigenparameters of the reorganized global structure are subsequently calculated using Eq. (21). Component mode synthesis technology is employed to reduce the analysis scale while preserving the modal properties of the structure. The frequency of a structure provides insight into its overall performance, while the modal shape reveals spatial and local information about the structure's vibration. Therefore, the objective function is formulated by considering the residuals of eigenvalue and eigenvector.

4. Step 4: Damage Identification:
   By performing multiple iterative operations, the structural parameters are continuously adjusted to mini-
mize the objective function. If the convergence conditions are not met, the substructure-based model updating program is revisited for further optimization until convergence is achieved. This iterative process enables the determination of the damage location and severity.

5.2 Damage identification based on substructure

The proposed substructure-based model updating method and the traditional model updating method are compared using measurement points arranged at each node, as indicated in Fig. 2. Damage identification is performed using the first 10 frequencies and modes, aiming to match the modal data of the updated model with the modal data of the damaged mode. The mode shapes are determined at the x and y direction of the nodes in Fig. 2. In the case 3, which the bending stiffness of element 85 (located in the first substructure) is reduced by 50%, the identified damage result is obtained by using the traditional global method after 64 iterations, as shown in Fig. 8. It successfully identified the preset damaged element 85, with a damage identification degree SRF of 44.02%.

On the other hand, the proposed substructure-based model updating method requires 132 iterations to reach convergence, and the identification results are presented in Fig. 9. The stiffness parameters of element 85 are reduced by 45.65%, and the reduction position of the stiffness parameters corresponds to the preset damage position. The relative error compared to the preset damage degree of 50% is only 8.7%, indicating a high level of accuracy in the identification process. The maximum SRF value for the remaining undamaged positions is only 2.62%, indicating a strong anti-interference capability. These results verify the successful identification of the location and degree of preset damage elements using the proposed substructure-based model updating method. Additionally, it was demonstrated that when employing scheme 3 based on the criterion of modal truncation, the error caused by CMS was negligible, and the proposed substructuring method proved effective in the model updating process.

In the fourth case, beam element 103 (located in the first substructure) and column element 347 (located in the second substructure) are preset to be damaged, with a reduction of 50% and 60% in their bending stiffness, respectively. The damage identification results are presented in Fig. 10 and Fig. 11. Both the proposed substructure-based
method and the traditional method successfully detect damage, with the identified damage degree closely matching the preset damage degree. This further confirms the effectiveness of the proposed method. Table 4 compares the frequency and MAC values before and after the updated of Case 4. The results indicate that the modal data of the finite element model, modified based on the substructuring method, closely aligns with the data of the damaged structure. The relative differences in frequencies between the modified structure and the damaged structure are significantly reduced, with all values being less than 0.15%. The 2nd order MAC has increased from 0.8617 to 0.9923, indicating the accuracy of this method.

5.3 Computational efficiency

Table 5 presents the computational workload of the damage identification process and compares the matrix size, computational time, and number of iterations between the proposed substructure-based method and the global structural model updating method. The time required to calculate the eigenparameters using a complete finite element model is 47.3 ms. In contrast, the calculation time of the eigenparameters based on the substructuring method is 29.3 ms, which is approximately 62% of the calculation time of the former. This indicates that the substructuring method can significantly improve the calculation efficiency while ensuring accuracy.

Regarding the efficiency of the model updating calculation, in case 3, the model updating method based on the global structure converges after 64 iterations and 4522.104 seconds, while the substructure-based model updating achieves convergence in only 1053.342 seconds, which is 23% of the time consumed by the former method. It is important to note that the matrix size based on the global structure is 1440, whereas the proposed substructuring method reduces the matrix size to 370. Therefore, compared to traditional methods, the substructuring method achieves a significant reduction in computational workload while maintaining model accuracy.

6 Conclusion

The iterative optimization algorithm used in finite element model updating often involves solving the eigensolutions of the global structural model multiple times. However, when dealing with large-scale finite element models that have a high number of degrees of freedom, a significant

<table>
<thead>
<tr>
<th>Mode No.</th>
<th>Damaged Freq. Before updating</th>
<th>After updating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Freq. (Hz)</td>
<td>Diff (%)</td>
</tr>
<tr>
<td>1</td>
<td>1.3401</td>
<td>1.3498</td>
</tr>
<tr>
<td>2</td>
<td>1.4646</td>
<td>1.4858</td>
</tr>
<tr>
<td>3</td>
<td>1.4719</td>
<td>1.4897</td>
</tr>
<tr>
<td>4</td>
<td>1.9360</td>
<td>1.9480</td>
</tr>
<tr>
<td>5</td>
<td>1.9576</td>
<td>1.9655</td>
</tr>
<tr>
<td>6</td>
<td>2.5246</td>
<td>2.5313</td>
</tr>
<tr>
<td>7</td>
<td>2.9479</td>
<td>2.9847</td>
</tr>
<tr>
<td>8</td>
<td>3.0092</td>
<td>3.0144</td>
</tr>
<tr>
<td>9</td>
<td>3.9703</td>
<td>4.0013</td>
</tr>
<tr>
<td>10</td>
<td>4.1861</td>
<td>4.2270</td>
</tr>
</tbody>
</table>

Table 5 Comparison of computational efficiency

<table>
<thead>
<tr>
<th>Computational efficiency</th>
<th>Simulated Damage Scenarios</th>
<th>Modal updating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Global method</td>
<td>Substructuring method</td>
</tr>
<tr>
<td>Size of eigensolutions</td>
<td>1440</td>
<td>370</td>
</tr>
<tr>
<td>Time consumed of eigensolutions (ms)</td>
<td>47.3</td>
<td>29.3</td>
</tr>
<tr>
<td>Iterations of modal updating</td>
<td>Case 3</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Case 4</td>
<td>92</td>
</tr>
<tr>
<td>Time consumed of modal updating/s</td>
<td>Case 3</td>
<td>4522.104</td>
</tr>
<tr>
<td></td>
<td>Case 4</td>
<td>1442.483</td>
</tr>
</tbody>
</table>
number of updating parameters, and various environmental factors, the optimization process can encounter challenges such as slow convergence or even ill-conditioned problems. To address these issues, this article proposes a novel approach that utilizes component mode synthesis to divide large frame structures into several substructures. By focusing on model updating of the substructures rather than the entire structure, the accuracy and efficiency of the optimization process can be significantly improved. Moreover, this approach allows for a comprehensive evaluation of the structural safety throughout its entire lifespan by conducting critical area inspections. In summary, the proposed method offers valuable insights and solutions for the dynamic evaluation of large structures. The specific conclusions are as follows:

1. Traditional model updating methods applied to large structures face challenges due to the extensive number of parameters that need to be updating and the limited sensitivity of global structural dynamic parameters to local damage. In contrast, the proposed component mode synthesis method offers a more effective approach. By utilizing lower-order modal information from substructures, the analysis scale of the structure can be significantly reduced. The method compensates for higher-order modes using residual flexibility, ensuring accurate calculation of the main dynamic properties and sensitivity matrix of the structure. Furthermore, independent substructures, divided into localized regions, exhibit higher sensitivity to damage compared to the global structure. Consequently, the changes in eigenparameters resulting from preset damage are much more significant than the errors introduced by component mode synthesis.

2. The proposed substructuring method offers notable advantages in terms of computational efficiency and convergence speed compared to the traditional global model updating approach. Starting from the eigen-equation, this article derives the sensitivity equation using the substructuring method, which facilitates the establishment of a damage identification program based on substructure model updating. One of the key advantages is the significant reduction in the scale of the system matrix, particularly the sensitivity matrix that requires element-by-element calculations. By leveraging simplified equations, the sensitivity matrix can be computed quickly. Additionally, during each iteration, only the derivative matrices of relevant independent substructures need to be calculated, while the derivative matrices of other substructures are set to zero. The substantial difference in computational workload greatly reduces the computational time required for model updating. Consequently, the proposed substructuring method achieves convergence in a shorter time compared to the traditional global model updating method.
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