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Abstract

This research aims to determine the brittleness index (BI) and engineering properties of limestone specimens. In addition, this study 

evaluates the effect of moisture on the developed models to predict the BI and shear wave velocity (Vs), based on the point load 

index (Is50), dry and saturated tensile strength (Ts-d and Ts-s), and porosity. Gaussian process regression (GPR), multilayer feed-

forward neural network (MFFNN), and multiple linear regression (MLR) predictive models were utilized. Microscopic examination of 

the limestone specimens revealed that calcite is the predominant mineral. It was observed that samples with higher calcite content 

exhibited greater brittleness and strength properties while having lower porosity. The results obtained from the MLR analysis 

demonstrated that it is possible to accurately forecast the brittleness index (BI), as well as the dry and saturated shear wave velocities 

(Vs-d and Vs-s) at the specific sites under investigation. The moisture effect on developed models showed that Vs prediction in dry 

conditions (Vs-d) was less accurate compared to the saturated conditions (Vs-s). Conversely, the relationships developed for estimating 

the BI in dry conditions exhibited higher accuracy. The analysis of all model assumptions using MLR indicated that the models could 

be reliably utilized. However, the MFFNN and GPR methods were found to be more conservative in estimating these properties. 

Moreover, the study identified the best transfer function and training algorithm for predicting Vs and BI. The evaluation metrics, such 

as R2 and RMSE revealed that GPR demonstrated higher precision compared to MFFNN and MLR.
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1 Introduction
The brittleness and engineering properties of rock foun-
dations are crucial factors in various engineering appli-
cations, including the design of dams and tunnels, rock 
blasting, investigation of rock slope stability, and under-
ground drilling. Meeting these geotechnical requirements 
necessitates the determination of these characteristics. 
However, obtaining samples with the appropriate geom-
etry and quality from jointed rocks is a challenging task, 
making it difficult to prepare suitable samples. Therefore, 
prediction models have been developed based on physi-
cal characteristics and wave velocity [1, 2]. Numerous 

studies have been performed by various researchers to 
estimate the geo-mechanical properties in dry and satu-
rated conditions [3–5].

Brittleness is a function of strength that indicates rock 
strength against deformation in the elastic range. There is 
no standardized concept and method for measuring brit-
tleness [6]. Brittleness is usually obtained from the uni-
axial compressive strength (UCS) to tensile strength (Ts) 
ratio [7, 8]. Performing uniaxial compressive strength test 
requires a lot of money and time, which is not cost-effective 
for small projects [2]. Punch test results and index tests such 
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as Is50 and porosity are usually used to estimate the brittle-
ness [7, 9]. Yagiz et al. [10] estimated BI using soft comput-
ing methods. On the other hand, shear wave velocity pro-
vides valuable information about the properties of carbonate 
rocks, especially in the identification of oil reservoirs.

Several scholars used MFFNN and MLR methods to 
predict the brittleness index using nondestructive tests and 
physical characteristics [11–13]. Altindag and Guney [14] 
presented some relationships to estimate brittleness based 
on UCS, Schmidt hardness number, and Ts. Akbar and 
Musu [15] studied the effect of mineralogy on the brittle-
ness. Studies have revealed that MFFNN has high preci-
sion to estimate the Vs rock samples [16, 17]. Singh and 
Kanli (2016) [18] using MFFNN estimated the Vs of the 
carbonate rocks. Alizadeh et al. [19] proposed some mod-
els using MFFNN and MLR to estimate the dynamic prop-
erties of the sandstone rocks. Mehrad et al. [20] predicted 
the Vs of the carbonate rocks using artificial intelligence 
techniques. Also, Al-Dousari et al. [21] developed several 
empirical relationships to estimate the Vs of sedimentary 
rocks. Zheng et al. [22] used GPR, MFFNN, and MLR to 
predict tensile strength. Also, Gao et al. [23] estimated rock 
fragmentation using the GPR method. In a study conducted 
by Fang et al. [24], the authors employed MFFNN and GPR 
techniques to estimate the tensile strength of rock samples. 
Jahed Armaghani et al. [25] focused on predicting the BI 
using the SVM method. Viswanathan and Samui [26] uti-
lized the GPR method to predict rock depth in their study. 
Mahmoodzadeh et al. [27] predicted rock quality desig-
nation (RQD) using several methods and found that the 
GPR method outperformed other methods. In a study con-
ducted by Lawal et al. [28], GPR, artificial neural network 
(ANN), and response surface method (RSM) were used 
to predict static and dynamic rock properties based on 
P-wave and rock density. The results of their study demon-
strated that GPR yielded more accurate results compared 
to ANN and RSM models. Lee and Lumley [29] proposed 
some relationships between input features and brittleness. 
Li et al. [30] evaluated the rock brittleness index under 
dynamic load. They employed experimental techniques 
and machine learning algorithms to develop a predictive 
model for assessing rock brittleness under varying load-
ing conditions. Fang et al. [31] presented a brittleness index 
prediction method for tight reservoirs based on grey cor-
relation and analytic hierarchical process. Their approach 
integrated multiple parameters and showed promise in pre-
dicting brittleness in challenging reservoirs.

In this study, after determining geomechanical properties 
in dry and saturated conditions on the limestone specimens 
of the Asmari formation (AF) in Khersan II and Bazoft dam 
sites, the results were presented and models were analyzed 
using GPR, MFFNN, and MLR to estimate Vs, and BI. 
Finally, the moisture effect on these models was assessed.

2 Case studies
The proposed Khersan-II dam site is located in Lordegan 
city, within the Chahar-Mahal and Bakhtiari province in 
western Iran (Fig. 1). The dam is planned to have a height 
of 240 meters and a reservoir volume of 2142 million 
cubic meters. The site is situated on the Khersan River, 
in the southwestern region of Iran, specifically within the 
Zagros highlands. The abutments of the site are formed 
by the Asmari and Gachsaran formations, as shown in 
Fig. 1. For the analyses conducted, a total of 56 samples 
were collected from the abutment foundations (AF) of the 
Khersan-II dam site.

The Bazoft dam, currently in the design stage, is 
planned to be a double-arched concrete dam with a height 
of 211 meters. The dam site is characterized by the pres-
ence of the Jahrom formation, which serves as the right 
abutment, the riverbed, and the lower section of the left 
support. Additionally, the abutment foundations (AF) con-
stitute the middle and upper section of the left support, 
as illustrated in Fig. 1. For analytical purposes, a total 
of 10 samples were collected from the abutments of the 
Bazoft dam site.

3 Materials and methods
3.1 Laboratory tests
Experiments were implemented on the 68 dry and satu-
rated specimens without cracks obtained from the lime-
stones of the AF. Joints and discontinuities cause het-
erogeneity and asymmetric stress concentration on the 
specimens during loading. This causes errors in the mea-
sured mechanical properties [2]. The samples were pre-
pared according to the ISRM standard with a diameter of 
54 mm [32]. Physical experiments such as porosity (n) and 
water absorption (Wa) by weight were done based on the 
ISRM suggested methods [32]. After smoothing two ends 
of specimens with grease, the Vp and Vs were measured 
on samples using the ASTM standard with a frequency 
of 0.5 MHz [33]. Uniaxial compressive strength (UCS) 
experiments were performed on the specimens with a 
loading rate of 0.8 MPa/s based on the ISRM [32]. 
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Then, the stress-strain curves were drawn for deter-
mining UCS and static elastic modulus (Es). Using the 
slope of the tangent line on the point of 50% of the ulti-
mate strength, the Es was measured. Brazilian tensile 
strength test was performed on the dry and saturated 
cores [34]. In the Brazilian test, the diameter of the sam-
ples was 54 mm with a thickness-to-diameter ratio of one. 
The point load index (Is50) tests were conducted on the 
cylindrical and irregular samples, then using the proposed 
methods the Is50 was computed [35]. 

Also, the brittleness index was measured using a punch 
penetration test. This is a very expensive method which 
determines the exact amount of rock brittleness. In this 
experiment, a cone-shaped penetrator presses against the 
rock by the force applied by the jack, and the amount of 
force and displacement of the penetrator is measured and 
stored in a computer. In this test, the sample is molded 
into a steel cylindrical mold by a plaster. Then, the brit-
tleness is calculated from Eq. (1) using the force-displace-
ment diagram [36].

(a)

(b)

Fig. 1 Geological map of (a) Khersan-II and (b) Bazoft dam sites
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BI =
F
P
max

max

 (1)

In Eq. (1), BI is the brittleness index (kN/mm), Fmax is 
the maximum force (kN) and Pmax is the maximum pene-
tration (mm).

3.2 Gaussian process regression (GPR)
A Gaussian process (GP) is a collection of random vari-
ables that are characterized by following a Gaussian dis-
tribution. The GPR is a method used to classify data by 
leveraging the underlying structures present within it. 
In a Gaussian process, there is a distribution function 
referred to as f which is defined as a mapping from the 
input space X to the real space R. For any finite subset of 
X, the marginal distribution of f( x1 ), f( x2 ), …, f( xn ) con-
forms to a multivariate normal distribution, as discussed 
in Lawal et al. [28]. The parametric Gaussian process is 
defined as follows using m(x) mean function and k( xi , xj ) 
covariance function.

f X N m x~ , ,� � � �� �K X X  (2)

An equivalent form of Eq. (2) is:

f x m x k x xi j� � � � � �� �~ , ,GP . (3)

In the above relationship, the X matrix rows are input 
vectors, f is a vector of function values, and K(X, X) rep-
resents the n × n covariance matrix so that Kij = k( xi , xj ).

In order to initialize the GP, the regression model of the 
Gaussian process, considering y as an observation along 
with the Gaussian error ε, is expressed as Eq. (4), [28]:

y f x N n� � � � � �� � �, ~ ,0
2 . (4)

The common distribution of y training outputs and f* 
test outputs with zero average function is (Eq. (5)):
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Where X* and X are the test and training data matrix of 
the model, respectively. By binding f* on the y observa-
tion, the prediction of the distribution can be displayed as 
follows (Eq. (6)):

f X y X N f V f
* * * *
, , ~ , � �� � . (6)

Where f ̄* and V( f*) are obtained from Eq. (7) and 
Eq. (8).

f I yn* *
, ,� � � � � ��� ��
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K X X K X X � 2

1  (7)
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For the covariance matrices, the symbols K(X*, X*), 
K(X, X*), and K(X*, X) are like to the former K(X, X) 
symbol. Based on Eq. (6), the forecast mean is calcu-
lated by combining the observed values of y using a lin-
ear approach. The coding of GPR relies on the assumption 
that inputs that are in close proximity are likely to yield 
similar outputs. As a result, higher weights are assigned to 
samples with similar values. 

3.3 Multilayer feed-forward neural network (MFFNN)
MFFNN is a fundamental and widely used architecture 
in the field of artificial neural networks (ANNs). It's com-
posed of multiple layers of interconnected neurons, where 
information flows strictly in one direction, from the input 
layer through one or more hidden layers to the output 
layer. Each neuron in a layer is connected to every neu-
ron in the subsequent layer, and each connection is asso-
ciated with a weight. Key components and characteristics 
of the MFFNN have been widely discussed in previous 
researches [2, 11–13, 16, 17]. 

Finally, the accuracy of the used methods and equations 
was appraised by computing the R2, RMSE and variance 
account factor (VAF). 

4 Results
4.1 Laboratory results
Studies on 68 samples of the thin sections showed that 
samples contain microfossils of Echinoid, Pelecypoda and 
Foraminifera (Fig. 2). Based on the Dunham [37] textural 
classification, the specimens are classified as Wackestone, 
Packstone and Grainstone. The fossils showed that AF has 
been deposited in a swamp environment. Fig. 2 displays 
some thin sections of AF formation.

The X-ray fluorescence (XRF) using Philips PW1480 
model, the percentage of main oxides of the samples was 
determined. The XRF results on 10 samples are presented 
in Table 1. It is observed that the main oxide of the speci-
mens is the CaO.

Results of physical and mechanical experiments on 
specimens are displayed in Table 2. Normality tests 
according to the skewness and kurtosis tests (Table 2), 
the Kolmograph Smirnov and Shapiro Wilk tests showed 
that the variables are normal at the 5% error level. The BI 
is in the range of 5.79 kN/mm to 25.11 kN/mm with an 
average of 18.73 kN/mm. This index, according to the 
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Table 1 The XRF results on 10 samples

Components (%)
Samples

1 2 3 4 5 6 7 8 9 10

SiO2 2.12 2.43 2 2.3 3.98 3.5 0.8 2.1 2.3 2.06

Fe2O3 0.41 0.28 0.28 0.25 0.3 0.15 0.12 0.3 0.5 1

Al2O3 2.68 2.70 0.68 2.2 0.9 1.2 0.15 0.72 0.2 1

CaO 64.56 60.12 61 65.21 50.9 51.1 55.2 53.1 53 56.9

MgO 0.75 0.24 20.3 0.3 18.7 2 0.3 0.22 0.2 18.2

K2O 0.2 0.41 0.17 0.18 0.21 0.18 0.25 0.12 0.11 0.3

P2O3 0.05 0.04 0.06 0.07 0.02 0.04 0.07 0.05 0.07 0.09

SO3 0.07 0.01 0.07 0.05 0.12 0.21 0.05 0.02 0.14 0.2

TiO2 1 2.1 0.08 0.1 0.04 0.05 0.02 0.03 0.07 0.05

SrO 0.15 0.56 0.12 0.11 0.01 0.02 0.21 0.12 0.11 0.01

L.O.I. 29.17 32.16 15.25 29.44 24.82 41.65 42.83 43.22 43.3 20.19

Fig. 2 The images of thin sections: (a) Wackestone to Packstone containing Ploid and Interclast, (b) Wackestone containing Foraminifera, Echinoid 
and Placypoda, (c) Grainstone with Algal Foraminifer

(a) (b)

(c)

classifications of Yagiz [36] and AFTES [38] was clas-
sified in the non-brittle and brittle classes, respectively. 
The Vs varies from 1.07 to 3.36 km/s (Table 2). Also, 

the mean of dry and saturated UCS are 45.75 MPa and 
38.17 MPa, respectively. The average porosity (n) and 
dry point load index (Is50) are also 5.73% and 4.25 MPa, 
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Table 2 The measured values on each sample

Sample
UCS 

(MPa) 
dry

Es-dry 
(GPa) n Tsd 

(MPa)
Is50-dry 
(MPa)

Tss 
(MPa)

Vs-sat. 
(km/s)

Vs-dry 
(km/s)

Vp 
(km/s) 

dry

Vp 
(km/s) 

sat

BI 
(kN/mm)

Dry density 
(g/cm3)

Ed-dry 
(GPa)

S1 64.63 17.14 2.00 7.19 6.15 6.93 3.19 3.12 5.537 5.623 24.00 2.47 61.01

S2 59.42 23.41 3.00 6.61 5.44 6.38 3.07 3.00 5.273 5.391 23.53 2.45 55.49

S3 60.89 12.95 3.00 6.77 5.64 6.53 3.11 2.60 5.347 5.457 23.91 2.45 44.72

S4 41.30 7.80 7.00 4.59 2.95 4.43 2.64 2.56 4.355 4.584 18.95 2.30 37.24

S5 69.72 15.77 1.25 7.76 6.85 7.48 3.31 2.25 5.795 5.850 22.00 2.41 34.35

S6 40.28 12.08 7.00 4.48 2.82 4.32 2.62 2.54 4.304 4.538 18.69 2.36 37.44

S7 56.70 18.05 3.60 6.31 5.06 6.08 3.01 2.93 5.135 5.270 22.85 2.44 52.87

S8 68.14 16.00 5.00 7.58 6.63 7.31 3.28 2.58 5.714 5.780 23.00 2.41 44.16

S9 65.65 18.21 2.00 7.30 6.29 7.04 3.22 3.15 5.588 5.669 25.11 2.45 61.45

S10 49.34 8.84 5.00 5.49 4.06 5.29 2.83 2.75 4.762 4.942 20.98 2.31 43.82

S11 64.18 14.31 2.00 7.14 6.09 6.89 3.18 2.71 5.514 5.603 24.74 2.39 47.11

S12 50.70 21.33 5.00 5.64 4.24 5.44 2.87 2.79 4.831 5.002 21.33 2.49 48.40

S13 55.57 19.85 4.00 6.18 4.91 5.96 2.98 2.91 5.078 5.219 22.56 2.47 52.38

S14 57.27 15.00 4.00 6.37 5.14 6.14 3.02 2.95 5.164 5.295 22.99 2.20 48.07

S15 52.74 13.98 5.00 5.87 4.52 5.66 2.91 2.84 4.934 5.093 21.84 2.39 48.11

S16 48.66 27.51 5.00 5.41 3.96 5.22 2.82 2.74 4.728 4.912 20.81 2.58 48.25

S17 49.45 14.00 5.00 5.50 4.07 5.31 2.84 2.58 4.768 4.947 21.01 2.39 40.96

S18 45.93 16.91 6.00 5.11 3.59 4.93 2.75 2.67 4.590 4.790 20.12 2.43 43.12

S19 51.95 31.22 5.00 5.78 4.41 5.57 2.89 2.82 4.894 5.058 21.64 2.63 52.33

S20 65.42 11.87 2.00 7.28 6.26 7.02 3.21 3.14 4.577 5.659 20.05 2.36 49.03

S21 64.52 31.22 2.00 7.18 6.14 6.92 3.19 3.12 5.531 5.618 24.82 2.63 64.92

S22 39.72 31.22 4.00 4.42 2.74 4.26 2.61 2.52 4.275 4.513 18.54 2.63 41.30

S23 59.19 24.90 3.00 6.58 5.41 6.35 3.07 2.99 5.261 5.381 23.48 2.54 57.39

S24 57.16 18.63 3.00 6.36 5.13 6.13 3.02 2.94 5.158 5.290 22.96 2.45 53.47

S25 39.72 20.05 6.00 4.42 4.00 4.26 2.61 2.52 4.275 4.513 18.54 2.47 38.79

S26 46.17 18.63 5.00 5.14 3.62 4.95 2.76 2.68 4.602 4.801 20.18 2.45 43.76

S27 62.37 40.00 3.00 6.94 5.84 6.69 3.14 3.07 5.422 5.522 24.28 2.76 65.66

S28 60.44 27.84 3.00 6.72 5.58 6.48 3.09 3.02 5.324 5.436 23.79 2.58 59.58

S29 52.74 35.91 5.00 5.87 4.52 5.66 2.91 2.84 4.934 5.093 21.84 2.70 54.43

S30 15.43 9.40 12.11 1.72 2.00 1.66 1.93 1.83 2.821 3.233 16.00 2.32 17.66

S31 18.45 11.61 11.51 2.05 3.00 1.98 2.01 1.91 2.990 3.382 17.00 2.35 19.83

S32 18.45 11.61 11.51 2.05 3.00 1.98 2.01 1.91 2.990 3.382 16.00 2.35 19.83

S33 12.41 7.44 12.72 1.38 1.98 1.33 1.85 1.75 2.652 3.085 10.43 2.29 15.64

S34 10.84 2.38 14.83 1.21 0.40 1.16 1.58 1.47 2.061 2.565 10.00 2.22 9.43

S35 22.15 6.55 10.77 2.46 2.20 2.38 1.81 1.71 2.568 3.010 16.00 2.28 14.68

S36 14.12 3.57 12.38 1.57 2.00 1.52 1.66 1.55 2.230 2.713 15.00 2.24 11.10

S37 8.90 2.00 14.85 0.99 0.30 0.95 1.19 1.07 1.720 1.822 11.00 2.21 5.98

S38 6.04 2.00 13.99 0.67 0.50 0.65 1.42 1.31 1.724 2.268 7.00 2.21 6.22

S39 10.94 2.38 13.01 1.22 0.20 1.17 1.58 1.47 2.061 2.565 7.48 2.22 9.43

S40 27.07 8.39 9.79 3.01 1.01 2.90 1.89 1.79 2.736 3.159 12.00 2.31 16.64

S41 38.97 12.82 7.41 4.33 2.64 4.18 2.05 1.95 3.074 3.456 12.54 2.37 20.97

S42 10.94 2.38 13.01 1.22 1.00 1.17 1.58 1.47 2.061 2.565 7.48 2.22 9.43

S43 41.83 13.88 6.83 4.65 3.03 4.49 2.25 2.15 3.496 3.827 14.65 2.38 26.38

S44 67.14 23.30 1.77 7.47 4.00 7.20 2.59 2.55 4.340 4.570 18.87 2.52 40.58
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Sample
UCS 

(MPa) 
dry

Es-dry 
(GPa) n Tsd 

(MPa)
Is50-dry 
(MPa)

Tss 
(MPa)

Vs-sat. 
(km/s)

Vs-dry 
(km/s)

Vp 
(km/s) 

dry

Vp 
(km/s) 

sat

BI 
(kN/mm)

Dry density 
(g/cm3)

Ed-dry 
(GPa)

S45 38.25 15.33 1.81 4.25 2.54 4.10 2.74 2.15 3.496 3.827 14.65 2.40 26.61

S46 50.73 17.19 5.00 5.64 4.25 5.44 2.81 2.55 4.340 4.570 18.87 2.43 39.17

S47 50.73 17.19 2.90 5.64 4.25 5.44 2.85 2.55 4.420 4.570 19.27 2.43 39.62

S48 67.14 23.30 5.07 7.47 5.50 7.20 3.20 2.55 4.340 4.570 18.87 2.52 40.58

S49 50.73 17.19 9.96 5.64 4.25 5.44 2.78 2.55 4.340 4.570 18.87 2.43 39.17

S50 64.29 22.24 2.00 7.15 6.10 6.90 2.64 2.55 4.340 4.570 18.87 2.50 40.33

S51 50.73 17.19 5.73 5.64 4.25 5.44 3.22 2.55 4.340 4.570 18.87 2.43 39.17

S52 63.57 21.97 2.39 7.07 6.01 6.82 2.64 2.55 4.340 4.570 18.87 2.50 40.27

S53 64.29 22.24 0.36 7.15 6.10 6.90 3.21 2.55 4.340 4.570 18.87 2.50 40.33

S54 50.73 17.19 5.19 5.64 4.25 5.44 2.71 2.55 4.340 4.570 18.87 2.43 39.17

S55 40.71 13.47 7.06 4.53 4.00 4.37 2.34 2.71 5.000 6.056 20.00 2.38 45.01

S56 62.86 21.71 2.00 6.99 5.91 6.74 2.66 1.95 5.252 3.085 18.00 2.60 28.08

S57 65.00 16.55 4.20 7.23 6.30 6.97 2.61 2.54 4.500 4.650 18.00 2.42 39.57

S58 51.73 16.04 4.50 5.75 4.85 5.55 2.61 2.51 4.450 4.570 18.00 2.41 38.54

S59 65.20 16.50 4.60 7.25 7.20 7.00 2.62 2.50 4.680 4.980 18.00 2.42 39.36

S60 45.00 17.02 4.80 5.01 7.30 4.83 2.63 2.53 5.600 6.540 18.00 2.43 42.65

S61 51.2 16.325 4.70 5.70 4.56 5.49 2.63 2.51 4.7 4.98 18.00 2.42 39.64

S62 42 14.812 4.65 4.67 3.6 4.51 2.64 2.51 3.9 4.1 18.00 2.40 34.63

S63 72 17.228 4.89 8.01 5.6 7.73 2.62 2.54 4.98 5.3 18.00 2.43 41.55

S64 63 17.572 5.1 7.01 6.3 6.76 2.64 2.53 6 6.1 18.00 2.44 43.42

S65 60.44 17.259 5 6.72 5.51 6.48 2.64 2.56 5.1 5.26 18.00 2.43 42.45

S66 54 17.279 4 6.01 5.5 5.79 2.63 2.56 5.3 5.2 18.00 2.43 42.97

Min. 10.84 2.00 0.36 0.67 0.20 0.66 1.19 1.07 1.72 1.82 7.00 2.20 5.98

Max. 72.00 40.00 14.85 8.01 7.30 7.89 3.31 3.15 6.00 6.54 25.11 2.76 65.66

Mean 47.56 16.62 5.73 5.31 4.29 5.23 2.63 2.46 4.35 4.58 18.68 2.42 38.42
Symbols: UCS: Uniaxial compressive strength, Es: static elastic modulus, Ed: dynamic elastic modulus, Tsd: dry tensile strength, Tss: saturated 
tensile strength, Is50: point load value, Vs: shear wave velocity, Vp: compressional wave velocity, BI: brittleness index

Table 2 The measured values on each sample (continued)

respectively. The strength features of the Bazoft dam site 
are greater than the specimens of Khersan-II dam site. 
Microscopic studies of the samples showed that sam-
ples were classified from the Wackestone (mostly sam-
ples from Khersan-II dam site) to the Grainstone (mostly 
samples from Khersan-II dam site). Also based on XRF 
results (Table 1) and rock mechanic test results the sam-
ples with high calcite mineral showed high brittleness 
and strength properties and low porosity. Mineralogy 
and physical properties control geo-mechanical char-
acteristics of the carbonates [22]. It is observed that the 
saturation of the samples has reduced the strength prop-
erties and increased the wave velocity (Table 2). The val-
ues of UCS and Es in the saturated state are less than 
the values of these parameters in the dry state. Decreased 
compressive strength at a saturated state has been also 
reported by other scholars [39, 40]. High-porosity rocks, 

when saturated, can show a large range of wave veloci-
ties [2, 41]. Vásárhelyi [41] stated that UCS in the satu-
rated state is about 75.6% of the UCS in the dry state.

4.2 Simple regression (SR)
In this section, the relationships between independent and 
dependent variables by simple regression method were 
investigated and the relationships that showed a coeffi-
cient of determination greater than 0.50 were evaluated 
in more detail based on RMSE and VAF criteria (results 
in Table 3). In Fig. 3, the influence of various factors on 
the brittleness index is presented. These factors include 
dry Brazilian tensile strength (Ts-dry), saturated Brazilian 
tensile strength (Ts-sat.), dry point load index (Is-dry), 
total porosity (n), dry shear wave velocity (Vs-dry), sat-
urated shear wave velocity (Vs-sat.), dry compressional 
wave velocity (Vp-dry), and saturated compressional wave 
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velocity (Vp-sat.). The graph demonstrates how these 
parameters affect the brittleness index. According to the 
Taylor [42] criterion, a coefficient of determination (R2) 
greater than 50% is considered as a strong correlation. 
From Fig. 3, it is evident that the parameter with the most 
significant impact on the brittleness index of limestone 
rocks is the dry shear wave velocity (Vs) condition. On the 
other hand, the parameter with the least effect on the brit-
tleness index is the tensile strength under saturated con-
ditions. The relationships between brittleness and static 
properties (UCS and Es) show the fitted correlations are 
moderate and the compressive strength under saturation 
conditions has the least effect on this index (Fig. 3).

Fig. 4 shows the relationships among properties in dry 
and saturated conditions. It is observed that the greatest 
effect on Vs is related to the Vp in dry conditions (Fig. 4). 
The correction factor, represented by the ratio Ed/Es, is 
a well-established metric, averaging at 2.53 for dry sam-
ples as evidenced in this study's findings. Discrepancies 
observed between dynamic and static properties can be 
ascribed to factors including cementation, porosity, ampli-
tude, frequency, and pore water pressure. Moreover, vari-
ations in stress and strain levels across different measure-
ment techniques significantly contribute to the observed 
differences [16].

According to Table 3, wave velocities have the great-
est impact on the brittleness of limestone rocks. Modulus 
of elasticity also has a moderate effect on brittleness. 
Compressional wave velocity also shows the greatest 

influence on Vs. Various studies have reported that the Vp 
has a great effect on shear wave velocity [2, 19]. 

4.3 The MLR to estimate Vs and brittleness index
In the current study, six models by MLR method were 
developed for forecasting Vs-d, Vs-s, and BI using poros-
ity, dry Is50, and dry and saturated tensile strength (Ts-d 
and Ts-s) on 66 samples of the limestone of the studied 
sites. The Vs-d, Vs-s, and BI relationships based on the 
independent variables and according to Table 4 are in the 
form of Eqs. (9)–(14). To display the correlation among the 
variables in 3 dimensions using MATLAB software [43], 
the curve fitting command was used. In this method, some 
of the best relationships between dependent and indepen-
dent parameters used in relationships 9 to 14 are shown in 
Fig. 5. Based on Fig. 5, the lower the porosity of the sam-
ples and the higher the point load index, the greater the 
brittleness index.

BI Is� � � � �� �0 722 0 46 0 161 50 19 918. . . .n Ts d  (9)

BI Is� � � � �� �0 653 0 041 0 546 50 19 717. . . .n Ts s  (10)

Vs n Tsd s� � � �� � � � �0 084 0 003 0 063 50 2 682. . . .Is  (11)

Vs n Tss s� � � �� � � � �0 094 0 002 0 062 50 2 883. . . .Is  (12)

Vs n Tsd d� � � �� � � � �0 093 0 063 0 036 50 2 696. . . .Is  (13)

Vs n Tss d� � � �� � � � �0 10 0 041 0 004 50 2 892. . . .Is  (14)

In Table 4 for all six models, the values of the R2 are 
high and RMSE, and the standard error of the estimate 
(SSE) is low. One of the expectations of MLR is that the 
errors are independent (errors are the difference between 
the measured and the values estimated by the MLR mod-
els). For checking this assumption, the Durbin-Watson 
(DW) test is used. The value of DW must be in the range 
of 1.5 to 2.5 [2, 11]. In the current work, this test shows 
that the developed relationships can be used (Table 4). 
Upon conducting an analysis of variance (ANOVA), the 
levels of significance (Sig.) in the models were found to be 
zero. This outcome suggests that the developed empirical 
equations are highly suitable for precisely estimating the 
parameters, as evidenced in Table 4. 

The degree of influence of independent variables on the 
dependent variable is also evaluated by the absolute value 
of Beta. The higher the value of this coefficient for an 
independent variable, the greater the effect of that variable 

Table 3 Empirical relations to estimate BI and Vs of the limstone rocks

Equations R2 RMSE %VAF

BI = 3.52 Vp(sat.) + 2.64 0.72 3.12 71.02

BI = 3.32 Vp(d)+ 4.41 0.77 3.09 76.95

BI = 1.00 Ts(d) + 11.02 0.71 3.01 70.21

BI = −0.92n + 24.042 0.62 3.49 61.80

BI = 1.88 Is50 + 10.70 0.60 3.85 59.65

BI = 8.44 Es(d)
0.2984 0.62 4.06 60.98

Vs(d) = −0.12n + 3.17 0.67 3.85 66.65

Vs(sat.) = −0.124n + 3.34 0.79 2.00 77.98

Vs(d) = 0.47 Vp(sat.) + 0.34 0.88 1.29 87.32

Vs(s) = 0.40 Vp(d) + 0.90 0.80 1.98 79.35

Vs(d) = 0.941 Vs(sat.) + 0.02 0.86 1.38 85.64

Vs(d) = 0.44 Vp(d) + 0.61 0.92 1.11 91.89

Vs(d) = 1.70 (Is50)0.28 0.72 1.78 71.98

Vs(s) = 1.82 Is50(0.27) 0.76 1.98 75.76

Vs(s) = 0.12 Ts(d) + 1.74 0.67 3.25 66.35

Vs(d) = 0.12 Ts(d) + 1.56 0.73 2.29 72.42
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Fig. 3 Relationships of brittleness index with physical and mechanical properties and wave velocities: parts (a) to (g) show the effects of (a) dry tensile 
strength, (b) dry point load index, (c) porosity, (d) saturated P-wave velocity, (e) dry P-wave velocity, (f) dry uniaxial compressive strength, and 

(g) dry static elastic modulus on the brittleness index, respectively

(a) (b) (c)

(d) (e) (f)

(g)

on the Vs and BI. In all models, porosity has the greatest 
impact on the models. In models 9 and 14, the least effect 
is related to the point load index (Is50) and saturated ten-
sile strength (Ts-s), respectively. 

4.4 The MFFNN results
To gain the ideal MFFNN, the try-and-error procedure 
continues until the minimum RMSE is reached [2]. Here, 
via MATLAB software [43] neurons 1 to 6, based on pro-
posed equations by previous researchers, were evaluated 
and the results of the most accurate neuron were presented 
as the optimal neuron. As will be mentioned below, the 
optimal developed MFFNN models contain 2 neurons in 
a hidden layer with inputs of porosity (n), dry or saturated 

tensile strength (i.e., Ts-d or Ts-s) and point load index 
(Is50) and 3 outputs (such as dry or saturated Vs (i.e., Vs-d 
or Vs-s), and brittleness index (BI)).

The neuron transfer function at the output layer was 
selected as Sigmoid and for middle layer was chosen 
as Purlin. The Levenberg Marquardt training (LMT) 
algorithm has been applied to teach the models. Also, 
the Bayesian Regularization (BR) was used to prevent 
over-fitting at the MFFNN model. In this study, the devel-
opment of the MFFNN involved randomly allocating the 
data into three sets: validation, test, and training. The per-
centages assigned to these sets were 15% for validation, 
15% for testing, and 70% for training, selected randomly 
from the total dataset. The validation set played a crucial 



Xie et al.
Period. Polytech. Civ. Eng., 68(3), pp. 946–960, 2024|955

Fig. 4 Effect of variables on Vs: the effects of (a) porosity on the saturated shear wave velocity, (b) porosity on the dry shear wave velocity, 
(c) dry point load index on the saturated shear wave velocity, (d) dry point load index on the dry shear wave velocity, (e) saturated P-wave velocity 

on the dry shear wave velocity, (f) saturated shear wave velocity on the dry shear wave velocity, (g) dry tensile strength on the saturated shear wave 
velocity, (h) dry P-wave velocity on the saturated shear wave velocity, (i) dry tensile strength on the dry shear wave velocity, and (j) dry P-wave 

velocity on the dry shear wave velocity, and (k) dry static elastic modulus on dry dynamic elastic modulus

(a) (b) (c)

(e) (f)

(g) (h) (i)

(j) (k)

(d)
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role in preventing overfitting, ensuring that the MFFNN's 
performance is not overly tailored to the training data. 
The training set was used to determine the network's 
weights, enabling it to learn and optimize its performance. 
The test set was employed to evaluate the MFFNN's 

results, providing an independent assessment of its per-
formance [2, 11]. The precision of MFFNN models was 
evaluated using calculating R2, RMSE, and VAF (Fig. 6). 
The results for estimating BI and Vs in this research showed 
that the second neuron was the most accurate (an example 

Table 4 Accuracy of the models

Models R-squared Adjusted R-squared SSE RMSE DW ANOVA results

BI = f (Is50, Ts-d, n) 0.682 0.67 2.53 3.24 1.88 F = 44.40, Sig. = 0

BI = f (Is50, Ts-s, n) 0.64 0.62 2.69 4.65 1.78 F = 36.87, Sig. = 0

Vs-d = f (Ts-s, n, Is50) 0.67 0.65 0.31 2.15 1.62 F = 41.50, Sig. = 0

Vs-s = f (Ts-s, n, Is50) 0.726 0.71 0.28 2.25 1.88 F = 54.90, Sig. = 0

Vs-d = f (Ts-d, n, Is50) 0.806 0.80 0.23 2.85 1.80 F = 85.99, Sig. = 0

Vs-s = f (Ts-d, n, Is50) 0.834 0.83 0.21 3.24 1.63 F = 103.5, Sig. = 0

Fig. 5 Two examples of (a) a contour plot of brittleness index with dry point load index and saturated tensile strength and (b) 3D diagram of  
brittleness index with dry point load index and saturated tensile strength of the models (Is50 (MPa), Ts-s (MPa), BI (kN/mm))

(a) (b)

Fig. 6 An example of correlation coefficients in Vs-d prediction by MFFNN ((a) with inputs of n, Ts-s, IS50) and ((b) with inputs of n, IS50, Ts-d)

(a) (b)
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Table 5 Correlation coefficient (R), RMSE and %VAF of the test data set for optimum models using MFFNN and GPR methods

Models
MFFNN GPR MFFNN GPR MFFNN GPR

R R RMSE RMSE %VAF %VAF

BI = F (Is50, Ts-d, n) 0.94 0.97 1.26 1.38 86.84 88.10

BI = F (Is50, Ts-s, n) 0.92 0.95 2.36 1.122 91.24 84.01

Vs-d = F (Ts-s, n, Is50) 0.87 0.93 4.51 0.25 84.23 85.01

Vs-s = F (Ts-s, n, Is50) 0.87 0.92 4.68 0.155 85.32 81.97

Vs-d = F (Ts-d, n, Is50) 0.94 0.95 1.97 0.14 92.76 89.97

Vs-s = F (Ts-d, n, Is50) 0.96 0.97 1.51 0.18 95.94 96.83

in Fig. 6). Besides the LM algorithms, the performance of 
other training algorithms such as conjugate gradient and 
momentum in estimating BI and Vs was assessed. Also, 
the hyperbolic tangent was checked and compared with 
the sigmoid transfer function. The sigmoid transfer func-
tion and the LMT algorithm show the highest efficiency to 
predict the dependent variables. The results of validation 
data showed that overfitting did not occur in the models.

Based on MFFNN outcomes, the correlation coefficient 
of Vs-d with independent variables (porosity, dry or satu-
rated tensile strength (Ts-d or Ts-s) and point load index 
(Is50)) for the test data are 0.95, and 0.86, respectively. 
The MLR results also show that the correlation coefficient 
of Vs-d with dry and saturated independent variables are 
0.90 and 0.82, respectively. Therefore, in this study the 
MFFNN is more accurate than MLR for forecasting shear 
wave velocity and brittleness index. Previous studies have 
reported similar results [2, 22, 28].

4.5 The GPR results
In this research, 70% of the available data was used for 
training the GPR models, while the remaining 30% was 
set aside for testing purposes. The performance of the GPR 
models was assessed using various criteria, an example 
presented in Fig. 7. The findings clearly indicate that the 
GPR method outperformed both the MFFNN and MLR 
methods in accurately estimating rock brittleness and Vs. 

4.6 Comparison of methods
The VAF and RMSE values for the GPR, MFFNN, and 
MLR models are presented in Table 5. Based on Table 5, 
the effect of independent variables on Vs is higher than the 
brittleness. Also, the effect of independent variables in dry 
conditions is more than in saturation conditions to increase 
the accuracy of the brittleness estimation model. On the 
other hand, the effect of independent variables in satura-
tion conditions is higher than in dry conditions to increase 

Fig. 7 An example of correlation coefficients and error histogram of the all data set in BI prediction by GPR: (a) with inputs of n, Ts-s, Is50;  
(b) with inputs of n, Is50, Ts-d

(a) (b)



958|Xie et al.
Period. Polytech. Civ. Eng., 68(3), pp. 946–960, 2024

the accuracy of shear wave velocity estimation models. 
Also, the accuracy of GPR model is higher than MFFNN 
method (Table 5). Important factors such as the number 
of inputs, the number of samples, the number of neurons 
in the hidden layer and hyperparameters (learning rules, 
activation functions, kernel function type) are effective on 
the results of intelligent modeling [22, 24]. For example, 
previous researchers have stated that when the number 
of samples is small, the support vector machine method 
works more accurately compared to the MFFNN method 
due to the use of the structural risk theorem [24].

The estimated Vs and BI using GPR, MFFNN and MLR 
were drawn versus the real Vs and BI (Fig. 8). As can be 
seen, forecasted using MFFNN and GPR approaches are 
lower than the real values. As a result, the  MFFNN and 
GPR are conservative in estimating Vs and BI. While MLR 
is not conservative in estimating these characteristics. 

5 Conclusions
In this study, petrographic, brittleness index, and engineer-
ing properties of the 66 limestone core specimens of the 
Asmari formation were assessed in Khersan-II and Bazoft 
dam sites. Then using SR, GPR, MFFNN, and MLR some 
empirical relationships were presented to estimate brit-
tleness and Vs in saturated and dry situations. The spec-
imens were categorized as Wackestone, Packstone, and 
Grainstone. Also, the samples with high calcite minerals 
showed high brittleness and strength properties and low 

porosity. The MLR results revealed that it is possible to 
predict brittleness index and Vs in both dry and saturated 
conditions using index tests with high accuracy in the 
dam sites. Results showed that the GPR performs better 
than MFFNN and MLR in predicting Vs, and brittleness. 
The effect of moisture on the wave velocity showed that the 
prediction models for estimating the shear wave velocity in 
dry conditions (Vs-d) were less accurate than the saturated 
condition (Vs-s). Conversely, the relationships presented to 
estimate the brittleness index in dry conditions are more 
accurate. Meanwhile, the GPR and MFFNN methods 
were conservative in estimating these properties. Also, the 
transfer function of sigmoid and LMT law showed the best 
performance for forecasting Vs and brittleness index.

Fig. 8 Comparison of mean of the predicted using used methods with 
mean of the measured BI and Vs
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