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Abstract

The aim of the paper is to perform numerical simulations for a system of nonlinear differential equations that describe the behaviour 

of a spherical absorber placed in a support bowl and to describe the applied techniques. The motion of the sphere is constrained to a 

plane problem. The derived system of equations is numerically solved using the continuation method and the modified secant method. 

The absorber's response to different harmonic excitation forces is simulated to demonstrate the applicability of these techniques in its 

analysis. The dependence of the response amplitude on the angular frequency of excitation is presented graphically. The results also 

include a response stability analysis using the Routh-Hurwitz criteria.

Keywords

nonlinear dynamic, modified secant method, continuation method, ball vibration absorber, bifurcation portraits

1 Introduction
Vibrations often have an adverse effect on load-bearing 
systems of buildings. They may be caused by both human 
activities, see [1], and natural processes. For example, tall 
structures (chimneys, radio masts, and towers) and long 
structures (bridges, footbridges) may experience vibra-
tions due to wind buffeting and aerodynamic instabilities 
such as galloping, flutter, buffeting, or vortex shedding, as 
detailed in references [2, 3].

To minimise the effects of vibration and reduce possi-
ble damage, damping devices are often incorporated into 
structures [4]. The most durable and commonly employed 
are known as passive absorbers, with the ball vibration 
damper being a notable example from this category. 
Such a device consists of a supporting bowl and an inner 
ball. The advantages of this type of absorber are its rel-
atively small size, wide range of possible frequency tun-
ing and minimal maintenance requirements, respectively. 
There exist examples where this device has been incor-
porated into wind turbines [5] or in broadcast towers [6]. 
However, despite its numerous benefits, the absorber may 

encounter issues with motion instability and problems 
related to auto-parametric oscillations  [7]. The response 
of the absorber and its efficiency can also be affected by 
the surface treatment of the support bowl; see [8] for an 
example. Additionally, the integration of the absorber into 
the load-bearing system results in a substantial alteration 
of its mechanical characteristics, necessitating a re-evalu-
ation of the response of the structure, as indicated in [9].

The purpose of this work is to outline a method for the 
numerical analysis of a set of nonlinear equations that 
model the behaviour of a spherical absorber situated in 
a supporting bowl, with a focus solely on planar dynam-
ics. The formulation of these equations is based upon the 
methodologies outlined in [7]. The solution to these equa-
tions employs the Modified Secant Method, see e.g. [10, 11] 
alongside the Continuation Method as presented in [12, 13]. 
The history of these methods dates back several decades 
(see  [14,  15,  16]) and its principles are still used today. 
Among the indisputable advantages of the methods is the 
possibility of numerically solving multivalued functions. 
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However, the procedure also has its drawbacks. For exam-
ple, due to a poor choice of initial estimates, the computa-
tion may not converge. Another disadvantage arises from 
the nature of the Continuation method, i.e., the fact that we 
are constantly following a single curve. If there are outly-
ing branches of the solution, a thorough scan through the 
space of variables is needed to detect them.

Despite these limitations, these techniques were selected 
to generate curves that illustrate the relationship between 
the absorber response and the angular frequency of exci-
tation. The absorber's nonlinear characteristics lead to a 
softening effect, see [17], in these curves, causing them to 
exhibit multiple response solutions for a given excitation 
angular frequency. In such instances, it becomes crucial to 
determine the stability of these solutions, assessing whether 
they are stable or unstable. The Routh-Hurwitz (R-H) cri-
teria [18] are used to verify the stability of the steady-state 
response solution. A Routh matrix is calculated for each 
solution, with an examination of the sign changes in the 
matrix's first column. If the analysis shows that all terms in 
this column have the same sign, the solution is considered 
stable, otherwise it is an unstable solution. 

Numerical simulations are carried out for three values 
of the excitation force amplitude. For each of these cases, 
the dependence curves between response and excitation 
angular frequency are plotted. The graphs also contain 
information about the stability of the solution.

2 Derivation of the system of governing equations
The absorber is limited to planar behaviour only. The prin-
ciples of derivation and procedures are adopted from the 
work of [7]. A sketch of the absorber is shown in Fig. 1, 
where the displacement component u(t) and the angle φ(t) 
describe the motion of the ball. The source of the exter-
nal excitation is the time-dependent force F(t). Time 
derivatives are indicated throughout the paper by a point 
above the corresponding quantity. The time-independent 

parameters that describe the absorber include the mass of 
the sphere m, the radius of the sphere r, the mass of the 
support structure M, the radius of curvature of the support 
bowl R, and the stiffness K.

Based on the geometry illustrated in Fig.  1, one can 
deduce the following equations as the kinematic con-
straints governing the motion:

� � �R r, 	 (1)

R r r� � �� � , 	 (2a)

r R r� � �� � , 	 (2b)

�� �� r . 	 (2c)

Eq.  (1) determines the radius of movement of the centre 
of the ball, thus eliminating the possibility of the ball sep-
arating from the support bowl. The constraint kinematic 
conditions summarized in Eq.  (2) represent the assump-
tion that the ball continues to roll without any slippage 
on the bowl's surface, ensuring the rolling motion is pre-
served. In this equation, ψ is the angle that tracks the rota-
tion of the sphere during rolling motion. Although there 
are four conditions in total, only two are independent. 
The Eq. (2c) can be obtained by rearranging the Eq. (2a) 
when applying Eq. (1).

During the ball's rolling movement and the support struc-
ture's oscillation, energy dissipation takes place, a process 
modelled by damping functions denoted as C. In the sce-
nario under investigation, this damping is accounted for in 
the analysis through the application of the Rayleigh damp-
ing function [19], as described by the equation:

C m c Mc uu� �� �0 5
2 2 2

. ,� ��   	 (3)

where Cφ and Cu are the damping coefficients for each 
motion component. The excitation of the system is pro-
vided by a periodic force with the amplitude F0 and the 
excitation frequency ω determined by the function:

F F t� � �
0
sin .� 	 (4)

Applying the boundary conditions, excitation function 
and Rayleigh damping, a system of nonlinear governing 
differential equations is derived by using the second order 
Lagrange equation. This system is represented by the fol-
lowing equations:

7

5
0

2
 � � � �

�
��� � � �c ü

m sin cos , 	 (5)
Fig. 1 Schematic drawing of the analysed ball absorber.
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� � � � �
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2 0
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	 (6)

Where the following substitutions are introduced:
� � �M MK M g l m M2 2� � �/ , / / .and

The system of nonlinear, coupled, differential Eqs. (5) 
and (6) will be further analysed. To further solve the sys-
tem, it is useful to approximate the sine and cosine func-
tions using the MacLaurin expansion. By considering 
only the first two terms of an infinite series, cosφ and 
sinφ can be written as follows:

cos ,� �� �1
1

2

2 	 (7)

sin .� � �� �
1

6

3 	 (8)

The introduction of this substitution leads to a limitation 
of nonlinearity. The spherical absorber becomes a tuned 
mass damper that is non-linear spring-supported. The 
sign before the nonlinear term in Eqs.  (7) and  (8) also 
specifies the nature of the resonance curves. Although 
the numerical method described in the article is able to 
solve the equations without using this substitution, it is 
still implemented. Key reasons for doing so include the 
possibility of using the harmonic balance method and 
the simplification of further derivations. The effect of the 
introduced substitution on the accuracy of the solution is 
a topic that undoubtedly needs to be investigated and will 
be the subject of future research.

By substituting Eqs. (7) and (8) into Eqs. (5) and (6), the 
following system of equations is derived:
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m , 	 (9)
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According to [7], we expect a response in only one mode 
of oscillation. Thus, the solution assumes the following 
response to the harmonic excitation:

� � � � �� � � � � �sin cos ,t t 	 (11)

u t t� � � � � �� � � �sin cos , 	 (12)

where α(t), β(t), γ(t), and δ(t) are new unknown functions. 

The validity of the assumptions (11) and (12) is verified by 
analysing the stability of the solution.

In order to know the velocity components, it is nec-
essary to carry out derivation of Eqs.  (11) and  (12) with 
respect to time, leading to the following expressions:

 



� � � � � � � � �

� �

� � � � � � � � �

� � �
cos sin sin

cos ,

t t t

t
	 (13)

 



u t t t

t

� � � � � � � � �

� � �
� � � � � � � �

� �

cos sin sin

cos .

	 (14)

The unknown functions are required to comply with 
Eqs.  (9) and  (10). However, given that there are four 
unknown functions, introducing two additional conditions 
is necessary. These conditions, which the unknown func-
tions must meet, can be selected freely. Yet, their care-
ful formulation is chosen to simplify further derivations. 
As suggested by references [20, 21], it proves advantageous 
to specify the conditions in the form presented below:



� � � �sin cos ,t t� � � � � � 0 	 (15)



� � � �sin cos .t t� � � � � � 0 	 (16)

Introducing the new constraints by means of Eqs.  (15) 
and (16) also guarantees that the new variables span the 
original space. 

Observing Eqs. (13) and (14), it can be noticed that the 
sum of the last two terms containing the derivative of the 
unknown functions α̇, β̇ , γ̇, δ̇ becomes zero following the 
implementation of the additional conditions outlined in 
Eqs. (15) and (16). By excluding these last two terms, these 
equations can be reformulated as follows:

� � � � � � �� � � � � �cos sin ,t t 	 (17)

u t t� � � � � �� � � � � �cos sin . 	 (18)

Since system of Eqs. (9) and (10) also contain acceleration 
components, the assumed solution has to be differentiated 
again, resulting in the following equations:

 



� � � � � � �

� � � � � �

� � � � � �

� � � � � �
cos sin

sin cos ,

t t

t t

2

2

	 (19)

ü t t

t t

� � � � � �

� � � � � �





� � � � � �

� � � � � �

cos sin

sin cos .

2

2

	 (20)

It is important to note that the specific selection of differ-
ential conditions defined by Eqs. (15) and (16) allows for 
the simplification of expressions for φ̈ , ü, resulting in the 
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presence of only the first derivatives of the new variables 
α, β, γ, δ in the transformed system. Further details can be 
found, for example, in [22].

The next step of the solution is to substitute the assumed 
solution (Eqs. (11) and (12)), the first derivative (Eqs. (17) 
and (18)) and the second derivative (Eqs. (19) and (20)) into 
the system of governing Eqs. (9) and (10). These equations 
can be further modified by using trigonometric identities.

All the modifications made enable the solution of the 
equations of motion using the harmonic balance method, 
which is used to calculate the steady-state response of non-
linear differential equations. Using only a few harmonic 
terms, it is possible to attain satisfactory accuracy, a fact 
underscored by the comparison of the harmonic balance 
method with the numerical integration method for solving 
the Duffing equation, as presented in  [23]. For the anal-
ysed absorber, only the first harmonic terms are retained. 
For  each of the original equations, the coefficients that 
multiply the sine and the coefficients that multiply the 
cosine are listed. This results in four equations contain-
ing α, β, γ, δ and their derivatives α̇, β̇ , γ̇, δ̇ . Since we con-
sider only stationary solutions, the derivatives α̇, β̇ , γ̇, δ̇ 
are zero. The equation system can be written as:

f � � � �

� � � �

� � � �

� � � �

� � � �

, , ,

, , ,

, , ,

, , ,

, , ,

� � �

� �
� �
� �
� �

�

�

�
f
f
f
f

1

2

3

4

��
�
�
�

�

�

�
�
�
�
�

� 0. 	 (21)

In Eq. (21) are f1, f2, f3, f4 functions of α, β, γ, δ and can be 
written in as follows:

f
m

m m1

3 2 2 2

2 2 2 2 21

40

5 15

5 10 56 40

5

�

� �

� � � � �� �
�

�

� �� � ��

� �� � � �� �� � �

� 22 2 2
40 40�� � �� ���� �

�

�

�
�
�
�

�

�

�
�
�
�c

,

	

(22)

f p
m

m m2

3 2 2 2

2 2 2 2 21

40

5 15

5 10 56 40

5

�

� �
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�

� �� � ��

� �� � � �� � � �

� 22 2 2
40 40�� � �� ���� �

�
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�
�
�

�

�

�
�
�
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(23)

f
M

M M

M
M cu

3

5 2 2 3 2

2 4 21

48

2 3

6 48

48 48

�

� �� �

� � �� �
� �

� �� � ��� � �

��� � � �

� � �� � � �M M�� � �

�

�

�
�
�

�

�

�
�
�

1
2 2

, 	 (24)

f
M

M M

M M cu4

5 2 2 3 2

2 4 21

48

2 3

6 48 48

48

�

� �� �
� � �� � �
�

� �� � ��� � �

��� � � � � �

�� � � �M FM�� � �� � �

�

�

�
�
�
�

�

�

�
�
�
�1 48

2 2

0

. 	 (25)

The numerical solution of system (21) gives constant val-
ues for α, β, γ, δ. The amplitude P and D of the steady-state 
response can be determined by these equations:

P � �� �2 2
, 	 (26)

D � �� �2 2
. 	 (27)

The validity of the assumed solutions given by Eqs.  (11) 
and  (12) must be verified by stability analysis using the  
Routh-Hurwitz criterion. However, in the case of the 
steady-state solution the system of equations in the form of 
Eq. (21) is subject to solution in the case of stability anal-
ysis, the complete solution has to be considered. In  this 
case, the system is in the following form:

N x f� � �� � � �� � � � � � � �, , , , , , , 	 (28)

where ẋ is a vector containing α̇, β̇ , γ̇, δ̇ and N is a matrix 
which can be written as:

N �

� �

�

�� �

�

0
7

5 4

7

5
0

4

4
1 0

4

1 4

2 3

3 1

4

� ���
�

� ���
�

�����
� �

�����

N

N

N

N

,

,

,

,22
0 1� �� �

�

�

�
�
�
�
�
�
�
�
�
�

�

�

�
�
�
�
�
�
�
�
�
�� �

,	 (29)

in which the following substitution was made:

N
1 4

2 2
3 8

8
,

,�
� �� �� � �
�

	 (30)

N
2 3

2 2
3 8

8
,

,� �
� �� �� � �
�

	 (31)

N
3 4

2 2
3 8

8
,

,� �
� �� ���� � � 	 (32)

N
4 2

2 2
3 8

8
,

.�
� �� ���� � � 	 (33)

By modifying Eq.  (28) one obtains the following equa-
tion for ẋ:

x N f�� ��1 . 	 (34)
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To analyse stability using R-H conditions, knowledge of 
the characteristic polynomial is essential. The first step to 
establish it involves the calculation of the Jacobian matrix 
A of the right-hand side of Eq. (34), as follows:

A N f� � ��jac 1 . 	 (35)

The characteristic polynomial is then given by the equation:

det � �� � ��I A 0, 	 (36)

where I is the identical matrix. Using the coefficient of 
λ4,  λ3,  λ2,  λ1,  λ0 it is possible to construct a Routh table 
and examine the change of signs in the first column. If all 
terms in a column have the same sign, the solution is con-
sidered stable. However, if there is a sign change between 
the values in the column, the solution is unstable.

3 Description of the solution procedure using 
numerical methods
This chapter focuses on detailing the numerical solution of 
the α, β, γ, δ appearing in Eq. (21). These unknowns will 
be determined for different values of the excitation fre-
quency in order to generate response curves representing 
the dependence of the steady-state response amplitudes 
on the excitation frequency. The response amplitudes are 
given by Eqs. (26) and (27).

Several procedures can be used to solve the system 
of equations. One possibility is to use Newton's iterative 
method, which is suitable for the case when the nonlin-
ear character of the system is negligible, for example for 
a small amplitude of the excitation force. However,  as 
the amplitudes increase, the influence of nonlinearity can 
be expected to increase  [24]. In this case the classical 
Newton's method fails and it is necessary to use different 
methods. The Continuation Method in combination with 
the Modified Secant Method was chosen for the analysed 
system. These methods are also capable of numerically cap-
turing cases where, due to the effect of softening behaviour 
of resonance curves, several values of response amplitudes 
will belong to one value of excitation angular frequency.

In the case of a ball absorber placed on a supporting 
bowl, the task is to solve the system of equations given 
by Eq.  (21). In the upcoming explanation of the iterative 
process, only f1 will be used. Subscript i represents the 
current iteration step and i + 1 represents the next iteration 
step. Considering only the linear terms of the multivari-
able Taylor series we can write:

f f
f f f f

i i
i i i i

1 1 1

1 1 1 1

, ,

, , , ,
.� � �

�

�
�
�

�
�
�

�
�
�

��
�

�
�

�
�

�
�� � � � 	 (37)

The objective of the iterations is to achieve the value 
f1,i+1=0, so we can modify Eq. (38) into the form:

f
f f f f

i
i i i i

1

1 1 1 1

,

, , , ,
.� �

�

�
�
�

�
�
�

�
�
�

�
�

�
�

�

�
��

�
�

�
�

�
�

�� � � � 	 (38)

For the terms Δα, Δβ, Δγ, and Δδ holds:

� �� � � � � �� � � � �� �i i i i1 1
, 	 (39)

� �� � � � � �� � � � �� �i i i i1 1
, 	 (40)

� �� � � � � �� � � � �� �i i i i1 1
, 	 (41)

� �� � � � � �� � � � �� �i i i i1 1
. 	 (42)

Performing the modification according to Eq. (38) for all 
equations, we obtain:

f
f
f
f

f f f f

i

i

i
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i i i i
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3

4

1 1 1 1

,

,

,

,

, , , ,

�

�

�
�
�
��

�

�

�
�
�
��

� �

�

�

�

�

�

�

�
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�
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�

�
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f f f f

f f f f
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�

�

�
�
�
�

, 	 (43)

where the matrix composed of partial derivatives is 
known as the Jacobi matrix J. To construct this matrix 
numerically, the Modified Secant Method is employed. 
This approach utilizes the finite difference approxima-
tion for derivatives, relying on selecting a small, arbitrary 
deviation ξ from the initial value. The formulas for calcu-
lating the partial derivatives by this method are given, for 
example, for the two terms in Eq. (43) as:

�
�

�
�� � � � �f f f

1 1 1

�
� � � � � � � � �

�
, , , , , ,

, 	 (44)

�
�

�
�� � � � �f f f

4 4 4

�
� � � � � � � � �

�
, , , , , ,

. 	 (45)

In this manner, the entire Jacobi matrix can be con-
structed. To solve for the unknowns in Eq. (43), it is nec-
essary to construct the inverse of the Jacobian matrix J–1. 
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Afterwards,  the solution of Eq.  (43) can be written 
as follows:

�
�
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�
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�J 1
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,

,

f
f
f
f
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i

	 (46)

The resulting values for Δα, Δβ, Δγ, Δδ are added to the val-
ues of αi, βi, γi, δi according to Eqs. (39), (40), (41), and (42) 
to obtain the value of the unknowns for the next iterative 
step αi+1, βi+1, γi+1, and δi+1. To begin the iterative process, 
it is necessary first to determine an initial estimate of 
the quantities. The iteration loop is terminated when the 
acceptable error threshold e is reached. The value of the 
error threshold e is specified by the user and the accuracy 
of the calculation is defined as the Euclidean norm:

f f f f fe � � � �
1

2

2

2

3

2

4

2
. 	 (47)

Hence, to terminate an iteration, the following must hold:

f ee < . 	 (48)

The described Modified Secant Method will be used to 
calculate the values of the unknowns in each step and to 
ensure the proper functioning of the continuation method.

The Continuation Method is effective and facilitates the 
solving of multivalued functions. This capability enables the 
mapping of the relationship between amplitude and angular 
excitation frequency, even in the presence of the softening 
effect, where the resonance curves cease to behave as a con-
ventional function. In such cases, a single value of exci-
tation angular frequency may correspond to more than one 
distinct value of response amplitude. To construct curves 
utilizing this method, it's necessary to have knowledge of 
two initial points on the curve. Creation of the curves using 
this method requires knowledge of the two initial points on 
that curve. In the case of a ball absorber one may select 
two values of the excitation frequency (ω1 and ω2) and pro-
ceed with an initial estimation of all four unknowns at both 
points (α1,0 , β1,0 , γ1,0 , δ1,0 for the first point and α2,0 , β2,0 , γ2,0 , 
δ2,0 the second one). In the vector form, we can write these 
guesses ν1,0 and ν2,0 as follows: 
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The results of solving Eq. (21) for these two points can be 
written together with the corresponding value of ω in the 
form of vectors:
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. 	 (50)

Another critical parameter is the length of the curve seg-
ment, or the distance along the curve between the two 
points that need to be determined. This length S is con-
stant for the entire calculation and is determined as the 
norm of the difference of vectors Eq. (50). The calculation 
is therefore given by equation:

S � �v v2 1 . 	 (51)

The size of the vector ν entries in Eq.  (51) may vary and 
depend on the units used, which may lead to scaling prior to 
norm evaluation. If this were ignored, the forward step pro-
cedure would have different apparent rates in different direc-
tions of the parameter space. With this information, one can 
move forward with calculating subsequent points. The ini-
tial estimate for the j-th point can typically be expressed as:

vj v vj j, ,0 1 2� � �� �2 	 (52)

where νj–1 is a vector of result values of the previous point, 
νj–2 is a vector of result values from the point preceding νj–1 
and νj,0 is a vector of the following form:
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	 (53)

Contrary to the first two points, where the angular exci-
tation frequency value was set, in subsequent calculations, 
this value will vary. This variation is due to the condition 
that the curve distance S remains consistent among all com-
puted points. This condition is formalized by the equation:

v vj j� � ��1 S 0. 	 (54)

The Eq. (21), which were solved for the first two points, 
are replaced for the rest of the calculation by the follow-
ing system of equations:
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	 (55)

Also, this system of equations is solved using the Modified 
Secant Method described above. During the calculation, 
the resulting values are substituted into the derived Routh 
table. Subsequently, it is checked whether there is a change 
of sign in the values of the first column of this table. If there 
is no change and all members are either positive or nega-
tive, the solution is stable. However, if at least one change 
in sign is observed the solution is considered as unstable.

4 Numerical simulations and results
The subsequent portion of this paper concentrates on 
the numerical simulation of the equations formulated 
in Section  2, utilizing the methodologies and strategies 
described in Section 3. The MATLAB [25] software, spe-
cifically its built-in "mldivide" algorithm for resolving the 
system of equations, was employed to develop and con-
duct the calculations [26]. This function was used to solve 
Eq.  (46) in an iterative calculation using the Modified 
Secant Method for each step of the Continuation Method.

The values of the characteristics that describe the exam-
ple absorber are given in Table 1.

The principal outcome of the simulations is the curves 
depicting the relationship between the excitation angular 
frequency ω and the amplitudes as detailed by Eqs.  (26) 
and (37). For the purpose of plotting, an angular excitation 
frequency range of 2–5 rad s–1 was selected. In order to 
observe the occurrence of unstable parts of the solution, the 
graphs are plotted for several amplitudes of the excitation 
force F0 = 2.5, 3.5 and 6 N. These values were deliberately 
chosen to demonstrate the formation of unstable regions.

Once the parameters of the system are defined, the sub-
sequent steps involve establishing initial guesses of the 

unknowns within the first two steps of the Continuation 
Method. Additionally, it's essential to specify the exci-
tation angular frequencies corresponding to these points.

Since these two points are used to calculate the step 
length on the curve S, see. Eq. (51), the choice of the dis-
tance between ω1 and ω2 is crucial for the number of cal-
culation points. A smaller difference between these two 
values leads to more points on the curve. All values of the 
initial parameter values are defined in Table 2. 

The first simulations were performed with the value of 
the excitation force amplitude F0 = 2.5 N. Resulting graphs 
can be seen in Figs. 2 and 3, showing the response ampli-
tudes. One can observe two regions of excitation angu-
lar frequencies where the local maximum of amplitudes 
is found. For the response P, the maximum values are 
achieved at the ωmax,1  =  2.647 rad s–1 and ωmax,2  =4.235 
rad s–1. For the response D then, at ωmax,1 =2.641 rad s–1 
and ωmax,2 =4.239 rad s–1. The stability analysis, conducted 
via R-H (Routh-Hurwitz) conditions, did not expose any 
unstable solutions; this outcome is typically represented 
by a solid line, signifying a stable solution.

In the following simulation, the amplitude of the exci-
tation force F0 was increased to 3.5 N. The effect of ampli-
tude increase can be observed in both Figs. 4 and 5. The exci-
tation angular frequency at which the maximum response is 

Table 1 Absorber parameters

Parameter name Symbol Value

Mass of the bowl M 9 kg

Bowl radius of curvature R 1.1 m

Mass of the ball m 3 kg

Radius of the ball r 0.3 m

Spring stiffness K 150 N m–1

Damping coefficient cφ 0.12

Damping coefficient cu 0.18

Table 2 Parameter estimation for the first two steps of the 
Continuation Method

Number of the j-th point 1 2

Initial estimate of αj,0 (rad) 0 0

Initial estimate of βj,0 (rad) 0 0

Initial estimate of γj,0 (m) 0 0

Initial estimate of δj,0 (m) 0 0

Excitation angular frequency ωj,0 (rad s–1) 2.000 2.001

Fig. 2 Curve of response amplitude P versus excitation angular 
frequency . The absorber system is excited by a periodic force with 
amplitude  N. The boxed values indicate the value of  for which the 

maximum response was achieved
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achieved undergoes a shift in both resonance curves. Now 
for the response component P the maxima are reached at 
ωmax,1 = 2.637 rad s–1, ωmax,2 = 4.162 rad s–1 and for the response 
component D at ωmax,1  =  2.623 rad s–1 and ωmax,2  =  4.164 
rad s–1. In the region of the second peak, a softening effect 
is becoming apparent. Higher force amplitude also results 
in the appearance of an unstable solution. Using R-H con-
ditions, unstable solutions were detected in the ranges from 
ω = 4.145 rad s–1 to ω = 4.146 rad s–1. This unstable part of 
the solution is indicated by the red dotted line in Figs 4 and 5.

The last simulations are performed with the value of the 
excitation force amplitude F0 = 6 N. The simulation results 
show two unstable regions around the first and second 
maximum response of both components (Figs.  6 and  7). 

Fig. 6 Curve of response amplitude P versus excitation angular 
frequency . The absorber system is excited by a periodic force with 
amplitude  N. The boxed values indicate the value of  for which the 
maximum response was achieved. The first region of the unstable 

solution is located between rad s-1 and rad s-1 The second region is 
between  and rad s-1

Fig. 7 Curve of response amplitude D versus excitation angular 
frequency . The absorber system is excited by a periodic force with 
amplitude  N. The boxed values indicate the value of  for which the 
maximum response was achieved. The first region of the unstable 

solution is located between rad s-1 and rad s-1 The second region is 
between  and rad s-1

Fig. 4 Curve of response amplitude P versus excitation angular 
frequency . The absorber system is excited by a periodic force with 
amplitude  N. The boxed values indicate the value of  for which the 

maximum response was achieved. Unstable solutions are found in the 
area between  rad s-1 and rad s-1

Fig. 5 Curve of response amplitude D versus excitation angular 
frequency . The absorber system is excited by a periodic force with 
amplitude  N. The boxed values indicate the value of  for which the 

maximum response was achieved. Unstable solutions are found in the 
area between  rad s-1 and rad s-1

Fig. 3 Curve of response amplitude D versus excitation angular 
frequency . The absorber system is excited by a periodic force with 
amplitude  N. The boxed values indicate the value of  for which the 

maximum response was achieved
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Stability analysis of the steady-state solution revealed 
the presence of two unstable regions. The first region lies 
between values ω = 2.527 rad s–1 and ω = 2.587 rad s–1 and 
the second between ω = 3.951 rad s–1 and ω = 4.031 rad s–1. 
The location of the unstable solutions is indicated by the 
red dotted line. In the graph showing the dependence 
between the response component P and the angular exci-
tation frequency (Fig. 6), we can observe a softening effect 
in the region of both local response maxima. The graph for 
the response component D (Fig. 7) shows this effect only 
in the region of the second local maxima. Compared to the 
previous simulation for F0 = 3.5 N, there is a shift of the 
angular excitation frequencies at which local maxima were 
reached for the response amplitudes P (ωmax,1 = 2.527 rad 
s–1 and ωmax,2 = 3.957 rad s–1) and for the response ampli-
tudes D (ωmax,1 = 2.583 rad s–1 and ωmax,2 = 3.962 rad s–1). 
In Fig. 7, it is important to point out the unusual shape of 
the response curve around the first local maximum. A large 
part of the response in this region falls within the unstable 
solution. This unstable area includes the local maximum of 
the response amplitude D with a value of ωmax,1.

Based on the values shown in the previous graphs, the 
possible presence of a softening effect of the resonance 
curves can be inferred. This effect can be visually observed 
if we display all resonance curves in one image. To this 
end, Figs. 8 and 9 were created to show the response ampli-
tudes P and D. The natural frequency of the linearized sys-
tem of governing differential equations without the effect 
of damping and excitation force is added for compari-
son. Considering only small magnitudes of oscillations, 
we introduce the approximation sinφ  ≈ φ and cosφ  ≈  1. 
The modified system is given by the following equations:

7

5
0� � �� � �g ü , 	 (56)

m M m ü Ku� �� �� � � � 0. 	 (57)

By numerical analysis in MATLAB software, the natural 
angular frequencies ωn,1 = 2.664 rad s–1 and ωn,2 = 4.334 
rad s–1 were determined. The plots in Figs. 8 and 9 are cal-
culated for four values of excitation force F0 = 0.5, 2.5, 3.5 
and 6 N. The smallest amplitude, which has not been ana-
lyzed in detail in this paper, is shown in order to illustrate 
the evolution of the softening effect.

5 Conclusions
The objective of the paper was to present one of the pos-
sible approaches for solving a system of nonlinear equa-
tions describing the motion of the ball vibrations absorber. 
The calculation process is illustrated through the example 
of a ball absorber placed in a bowl. The system of final 
equations is nonlinear, which can cause difficulties for 
classical numerical methods such as Newton's iterative 
method. These difficulties may not be apparent if the effect 
of nonlinearities is negligible. However, if the influence 
of non-linearities becomes significant, it is necessary to 
switch to other methods, such as the Continuation Method. 
In each step of the iteration, the Modified Secant Method is 
used to construct the Jacobi matrix and the resulting system 
of equations is solved using a built-in function of the math-
ematical software MATLAB called "mldivide". In  each 
step of the calculation, the stability of the steady-state solu-
tion is validated using the Routh-Hurwitz criterion. 

The functionality of the algorithm was further investigated 
using the example of a ball absorber whose response was 

Fig. 8 Curves of response amplitudes P versus angular frequency of 
excitation ω for a system excited by a periodic force with multiple 

amplitudes . The solid line in these plots indicates the stable solution 
and the dotted line indicates the unstable solution. The dashed lines in 
the figure represent the natural angular frequencies  and obtained from 
the linearized system. The values in the box specify their magnitudes

Fig. 9 Curves of response amplitudes D versus angular frequency of 
excitation ω for a system excited by a periodic force with multiple 

amplitudes . The solid line in these plots indicates the stable solution 
and the dotted line the unstable solution. The dashed lines in the figure 

represent the natural angular frequencies  and obtained from the 
linearized system. The values in the box specify their magnitudes
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determined for three different values of the excitation force 
amplitude F0 = 2.5, 3,5 and 6 N. It is assumed that an increase 
in the amplitude of the force will lead to a higher influence of 
the nonlinear behaviour of the system. The results of the cal-
culations are presented in the form of a plot of the response 
component versus the angular excitation frequency. These 
simulations revealed a minor effect of nonlinearities when 
the value of the excitation force is equal to F0 = 2.5 N. In 
other cases, the nonlinear character was evident, and unsta-
ble solutions were identified. Simulations with the amplitude 
of the excitation force F0 = 3.5 N showed unstable regions 
only in the region of one of the two local peaks. For the high-
est simulated amplitude F0 = 6 N, these regions were already 
present in both resonance domains. Furthermore, the pres-
ence of a softening effect was also observed in these plots for 
calculations with forces F0 = 2.5, 3.5, and 6 N. The nature of 
stability of all solutions is done by analyzing the R-H condi-
tions. For each calculated step a Routh matrix is constructed, 
and it is checked whether the values of the coefficients in the 
first column of this matrix have the same sign. If the assump-
tion of identical sign holds, the solution is considered stable. 
Otherwise, it is an unstable solution. 

In order to graphically represent the shift of the local 
maximum response values P and D, images that contain 
the results for all analyzed excitation force amplitudes are 

also created. Besides, an additional response curve with 
amplitude F0 = 0.5 N and natural frequency of the linear-
ized system is also added in the figures.

According to the results of the example, it can be seen 
that the presented algorithm is suitable for the calculation 
of linear systems or systems with small influence of non-
linearities, as well as for nonlinear systems.

However, it is useful to compare the results of the 
numerical simulations with the experimentally obtained 
data. There are plans to carry out experiments aimed at 
observing and assessing the motion of a ball situated on a 
semi-circular path with a specified radius. These experi-
ments could potentially uncover additional novel insights 
into the behaviour of this kind of absorber.
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