Estimation of Bond Strength based on Corroded Hinge Beam Specimens: Assessment of Design Guidelines and Analytical Models

Bharat Bhushan\textsuperscript{1}, Harish Chandra Arora\textsuperscript{2,3}, Aman Kumar\textsuperscript{2,3*}, Prashant Kumar\textsuperscript{2,3}, Surabhi Sharma\textsuperscript{1}, Madhu Sharma\textsuperscript{4}

\textsuperscript{1} Department of Civil Engineering, Jawaharlal Nehru Government Engineering College, 175018 Sundernagar, India
\textsuperscript{2} Structural Engineering Department, CSIR-Central Building Research Institute, 247667 Roorkee, India
\textsuperscript{3} Academy of Scientific and Innovative Research (AcSIR), 201002 Ghaziabad, India
\textsuperscript{4} Civil Engineering Department, Government Hydro Engineering College, 174001 Bilaspur, India

\* Corresponding author, e-mail: aman.civil17@gmail.com

Received: 14 March 2024, Accepted: 28 April 2024, Published online: 27 June 2024

Abstract
The bond between steel and concrete enhances the structural integrity of the building and ensures a cohesive force-resistant system, facilitating composite action between the rebars and concrete. This composite action, in turn, ensures the longevity of the reinforced concrete (RC) structure. The current study focuses on evaluating the performance and comparing design guidelines and analytical models pertaining to hinge beams and pull-out test specimens. The bond strength between concrete and steel was determined by validating 124 experimental datasets collected from the literature. These datasets were based on hinge and pocket beam specimens with varying degrees of corrosion. To facilitate comparison, the international design guidelines and analytical models were designated as G-1 and G-2, respectively. The results indicate that Model M-6 from G-1 and Model M-10 from G-2 outperformed all other models within their respective groups. Upon comparing these two models, M-6 appears to be superior based on selected performance indices. Model M-6 demonstrated an R-value of 0.3275, MAE of 2.29 MPa, RMSE of 2.76 MPa, and MAPE of 39.12% sequentially. Additionally, sensitivity analysis based on the collected dataset was conducted to assess the impact of each parameter.

This study offers a comprehensive analysis of bond strength between steel and concrete in RC structures, focusing on hinge beams and pull-out test specimens with varying degrees of corrosion. It introduces superior models for performance evaluation and comparative analysis, highlighting Model M-6 as a novel and robust approach with significant potential for enhancing structural design guidelines.

Keywords
corrosion, bond strength, steel-to-concrete, structural integrity, hinge beam, pocket beam

1 Introduction
Reinforced concrete (RC) structures, owing to their remarkable strength and durability, form the backbone of modern infrastructure [1]. However, a critical challenge that threatens their serviceability and longevity is corrosion. Corrosion occurs when the reinforcing steel within the concrete starts to deteriorate due to environmental factors such as moisture, oxygen, and chemical ingress. This process leads to the formation of rust, which weakens both the concrete and the steel reinforcement. It is similar to the gradual decay observed when metal objects are exposed to the elements over time [2, 3].

The corrosion of reinforcing steel can be attributed to various factors, including the presence of chlorides, carbonation of concrete, and the breakdown of protective layers. Chlorides, commonly found in seawater or deicing salts, can penetrate the concrete and trigger the corrosion process. Similarly, carbonation occurs when carbon dioxide from the atmosphere reacts with the alkaline components in concrete, lowering the pH levels and compromising the passivity of the steel reinforcement. Consequently, the protective oxide film on the steel surface breaks down, rendering it susceptible to corrosion initiation and propagation [4].

Corrosion can have a detrimental impact on the bond strength (BS) between reinforcing elements and concrete in structures, leading to significant structural deterioration.
When steel reinforcement corrodes, it undergoes a volumetric expansion, causing localized stress concentrations and ultimately leading to cracking and spalling of the concrete cover. This compromised concrete cover exposes the reinforcement to further corrosion, creating a vicious cycle of degradation. As corrosion progresses, the bond between the corroded reinforcement and the surrounding concrete weakens, reducing the structural integrity of the member. In severe cases, the BS can be severely compromised, reducing the load-carrying capacity of the structure and posing a safety risk. Furthermore, the loss of BS can accelerate the progression of corrosion, exacerbating the structural damage and potentially leading to structural failure if not addressed promptly and effectively. Thus, corrosion-induced deterioration of BS represents a critical concern in the maintenance and rehabilitation of RC structures [4, 5].

One crucial aspect in ensuring the structural integrity of RC constructions is the BS between the concrete matrix and the embedded reinforcement. A strong bond facilitates efficient stress transfer between the concrete and the steel, thereby enhancing the overall performance of the structure under load. Consequently, assessing and understanding this BS is paramount in designing and maintaining resilient RC structures [5].

Traditionally, researchers have relied on pull-out tests to evaluate the BS between concrete and steel. In this test, a steel bar is embedded in concrete, and then an attempt is made to pull it out. The force required to extract the bar provides an indication of the BS. However, this method has limitations, as it does not fully replicate real-world loading conditions. In the pull-out test, the concrete surrounding the bar is subjected to compression while the bar itself experiences tension. This discrepancy can result in inaccurate estimations of the BS [6].

To address this limitation, researchers have developed alternative methods such as the hinge beam test (HBT). The HBT simulates more realistic loading conditions by subjecting both the concrete and the embedded steel reinforcement to tension. This setup closely resembles the actual behavior of RC structures under load, providing more accurate insights into the BS [7]. The corrosion effect on BS is generally investigated by the pull-out test [8–12] and the HBT along with the pocket beam test [7, 13–17]. The test results may vary due to differences in test methods and loading conditions but a common result can be attained that the BS first increases with little corrosion and then decreases as the corrosion intensity increases [7]. Ma et al. [3] examined the bond between bars and the concrete by using a pull-out test and concluded that corrosion effects on deformed bars were less as compared to plain bars. Choi et al. [12] examined the impact of corrosion on bond deterioration in RC specimens. They observed that as corrosion exceeded 5%, slip at the failure section increased. Conversely, when corrosion levels dropped below 1%, the BS increased. Notably, a 50% increase in corrosion led to instances of brittle failure. Hou et al. [18] developed a model for estimating BS through pull-out testing and concluded that the variation in BS with corrosion ratio correlates with embedment length. Shang et al. [16] emphasized that the corrosion process of steel bars was expedited under sustained load, leading to the formation of initial cracks and the generation of new ones. Therefore, it is essential to consider the influence of loading when investigating the bond behavior between corroded steel bars and concrete. Chai et al. [7] performed HBT with varying corrosion intensities and various sustained loading for determining BS. The results suggest that both load and corrosion significantly impact the slip and BS between the concrete and steel bar. Corrosion levels below 1% results in higher BS, reaching up to 1.22 times that of uncorroded specimens, while corrosion more than 2.4% leads to a lowering of BS. Shang and Chai [17] performed HBT and also concluded that BS first increases and then decreases. Researchers also concluded that at higher corrosion rate, higher will be the slip. This is because corrosion weakens the bonding force by crushing of concrete present in between the lugs/ribs, which makes the pulling out the steel bar out of the concrete easier. Lin and Zhao [13] studied the effect of corrosion on the lateral confinement and concluded that the stirrups can limit the cracking of the concrete cover and increase the BS of corroded steel bars. The skeleton diagram of the hinge and pocket beams is shown in Figs. 1 and 2, respectively.

Apart from that various researchers have discussed the BS related to fibre-reinforced polymers (FRP) using machine learning (ML). Shbeeb et al. [19] employed artificial neural networks (ANN) and adaptive neuro-fuzzy inference system (ANFIS) to predict FRP-concrete bond behavior using 238 data points from various literature
sources. The results indicated superior prediction performance of both the models. For instance, the \( R^2 \) values for ANN and ANFIS were 0.94 and 0.92, respectively. Sensitivity analysis identified FRP diameter and concrete compressive strength as the most influential parameters on BS in both models. Jahangir et al. [20] employed textile-reinforced mortar (TRM) in place of FRP for the determination of BS by considering a database of 221. A new TRM model was calibrated by implementing soft computing techniques which shows higher accuracy with an \( R \)-value of 0.69. Al-Hamd et al. [21] determined BS between FRP and concrete using soft computing techniques such as gene expression programming (GEP) and multi-objective genetic algorithm evolutionary polynomial regression (MOGA-EPR). The results showed the efficient performance of both the models having \( R^2 \) values of 0.91 and 0.94, respectively. Jahangir et al. [22] employed steel reinforced polymer (SRP) in place of FRP for determining BS. The authors investigated bond behavior with different bond lengths and widths. Failure mode and range of effective bonded length were evaluated. Also, a new model was proposed to determine SRP-concrete BS. Jahangir and Rezazadeh Eidgahee [23] determined BS between FRP strip and concrete using ML. ANN with a combination of ABC-ANN was implemented for model development. The results of the developed models were compared with existing models and design guidelines. In comparison, the developed models exhibit superior performance, achieving \( R \) values of 0.97 and 0.93 for ABC-ANN and ANN, respectively. Jahangir and Esfahani [24] performed an empirical investigation for steel reinforced grout (SRG) composite-concrete interface. Analysis of load response revealed that the load responses were affected by loading rate, fiber density as well as load response measurement variable. Also, the out of plane displacement increases with higher loading rates and is independent of specimen density. Jahangir et al. [25] investigated short concrete columns with square cross-section having confinement of steel fiber and grout composites named SRP and SRG composites. The comparison between confined and unconfined samples was done on the basis of loading capacity and ultimate strain. From the results, it was concluded that the general failure mode of SRP and SRG-confined concrete columns was the detachment of overlapping surfaces. The average compressive strength and strain at maximum load were noted at 7.9% and 9.8%, respectively.

2 Objective of the study

The study's main focus is to assess the effectiveness of international design guidelines and analytical models to determine the bond strength (BS) between steel and concrete. The performance of the international design guidelines and analytical models has been checked using commonly used performance indices such as \( R \), MAPE, MAE, RMSE, NS, and \( a_{20} \)-index. Based on the performance indices the best international design guideline and an analytical model is suggested.

3 Research significance

Limited experimental work has been done on determining the BS with the help of HBT. Recognizing HBT’s superior results compared to pull-out testing, there is a need to establish the BS through beam testing specimens. However, this process demands significant manpower, resources, and time. Therefore, this study addresses this challenge by adopting a data-driven approach, collecting information from existing literature on HBT and pocket beam specimens to ascertain the BS within rebars and concrete. Assessing design guidelines and analytical models using experimental data holds significant importance in the field of structural engineering. This process allows the validation and refinement of existing design guidelines and models, ensuring their accuracy and applicability in real-world scenarios. Improved accuracy in analytical models enables engineers to develop more precise and efficient structural designs, reducing the risk of failure and enhancing overall safety. Notably, no prior researcher has applied a data-driven approach to validate the existing BS models based on HBT, making this study significant in multiple aspects as discussed above.

4 Experimental data and working methodology

This study involves a data-driven approach by collecting a database on BS based on HBT [7, 15–17] and pocket beams [13, 14] from the literature. Additionally, analytical models given in previous studies based on beam testing and the pull-out testing were also considered for making
comparison using performance indices. The working methodology of work is shown in Fig. 3.

4.1 Summary of collected dataset
This study consists of 124 experimental datasets that were gathered from published literature. The dataset consists of both plain and deformed bars and no other type of bars other than steel bars were considered [7, 13–17]. A brief description of the dataset is given in Table A1 (Appendix A). The considered input parameters were cover of concrete ($c$), diameter of bar ($d_b$), type of rebar ($t_b$), embedded length ($l_b$), compressive strength of concrete ($f_c$), yielding capacity of bar ($f_y$), corrosion level ($\eta$), stirrups spacing ($S_v$) and stirrups diameter ($S_d$) for prediction of BS ($\tau_u$). BS ranges from 2.98–14.92 MPa and corrosion ranges between 0.08–20.86%. In the majority of experimental dataset, the $f_y$ was around 30 MPa. The value of embedded bar length ranges between 70–150 mm, with diameter ranges between 10–20 mm. The yield strength of the bar varies from 357.5–540 MPa, and the range of cover was between 20–40 mm.

4.2 Evaluation of data
The effectiveness of analytical models and design guidelines was evaluated using six performance indices as mentioned in Table 1 [26–28].

The provided expression represents a metric for evaluating the relationship between experimental ($e_i$) and predicted ($p_i$) sets where $e'$ and $p'$ are the mean of experimental and predicted values, respectively. $N$ shows the number of data points, and $m_{20}$ represents the count of values falling between 0.8 to 1.2 when experimental values are divided by predicted values.

5 Design guidelines and analytical models
Six design guidelines and six analytical models were employed in the present study to compare the performance of the models. The model assigned (1–12) were CEB-FIP [29], FIB model code 2010 [30], AS-3600 [31], ACI 408R-03 [32], Stanish et al. [33], Orangun et al. [34], Darwin et al. [35], Esfahani and Rangan [36], Siempu and Pancharthi [37], Harajli [38], termed as M1–M12 in this study. The description of these models along with performance is given in Table 2 [29–38].

6 Results and discussion
In this study, six international design guidelines and analytical models were selected to assess their performance. The international design guidelines utilized in this study were designated as Group-1 (G-1). Additionally,
six analytical models were selected and referred to as Group-2 (G-2). Group-1 (G-1) comprises of models M-1 to M-6, while Group-2 (G-2) consists of models M-7 to M-12, respectively. The M-6 model performed the best among those in G-1 group, securing the top rank based on performance indices. M-6 model attained an R-value of 0.3275 and the lowest MAE and RMSE values among the group. The MAE value of M-6 model was 41.92%,
121.83%, 202.18%, 57.64%, and 0.87% lower than that of M-1, M-2, M-3, M-4, and M-5, respectively. Similarly, the RMSE value of M-6 model was 44.20%, 109.42%, 168.47%, 58.33%, and 9.78% lower than those of M-1, M-2, M-3, M-4, and M-5 models, respectively. Additionally, M-6 model exhibited a MAPE value of 39.12%, which was 53.84%, 209.79%, 9.84%, and 3.39% lower than that of M-2, M-3, M-4, and M-5 models, respectively. However, the M-1 model had the lowest MAPE value among the models in G-1 group. The MAPE value of M-6 model was 2.53% higher than that of M-1 model. The lower error justified the superior performance of M-6 model compared to the other models in Group G-1. Furthermore, M-6 model also had the highest value of the a20-index, except for M-5 model. However, M-5 model exhibited a negative value of NS, indicating its poor performance. Additionally, within G-1 group, M-6 model attained the highest R-value, indicating a stronger correlation between experimental and predicted values.

In the G-2 context, when considering performance indices, the M-10 model emerged as the top performer within the cohort, exhibiting an impressive R-value of 0.3057. The M-7 model shows the highest R-value of 0.5435 which was 43.75% higher than the M-10 model. However, M-10 model had the lowest values of errors among the group, which shows the better performance of M-10 model in comparison to other models in G-2 group. M-10 model represents the lowest values of MAE and RMSE among G-2 group. The MAE value of M-10 model was 73.27%, 4.31%, 10.34%, 35.34% and 24.56% lower than the M-7, M-8, M-9, M-11 and M-12 models, respectively. The RMSE value of M-10 model was 3.05 MPa which was 53.11%, 9.84%, 26.88%, 26.88% and 16.06% lower than M-7, M-8, M-9, M-11 and M-12 models respectively. The M-10 model also exhibits a lower value of MAPE in comparison to M-7, M-9, M-11 and M-12 models. The MAPE value was 3.96% higher than the MAPE value of M-8 model. The M-10 model also indicate higher value of NS in comparison to M-8, M-9, M-11 and the M-12 models. M-9 and M-11 models had negative values of NS which shows the poor performance of these models among G-2 group. Therefore, from all the comparisons based on performance indices it can be concluded that M-10 model showed best performance among the G-2 group. Fig. 4 represents performance indices and graphical correlation within predicted and experimental values of all analytical models and international design guidelines. The performance of the M-6 model can be seen, as the maximum data was scattered around a linear line. Also, the scatter plot reveals the limited performance of all other existing analytical models and international design guidelines.

6.1 Discussions
From the above comparison between models of G-1 and G-2 group, the best selected models were M-6 and M-10. The M-6 model exhibited a greater R-value in contrast to M-10 model which was 6.65% higher. A higher R-value indicates a stronger linear relationship, implying that the model can effectively explain the variation in the data. In this case, M-6 model exhibited a greater R-value than M-10 model, signifying a higher level of explanatory power. This finding suggests that M-6 model may be better suited for linear data patterns or relationships. The MAPE value of M-10 model was 13.95% lower than the MAPE value of M-6 model. The error values i.e., MAE and RMSE values of M-6 model were lower than the M-10 model. Minimal errors shows the prediction efficiency of models. In M-6 model the MAE value was 18.77% lower than the M-10 model. Also, the RMSE value of M-6 model was 21.37% lower than the RMSE value of M-10 model. Despite M-6 model having a higher R-value, M-10 model demonstrated a lower MAPE, indicating a better overall accuracy in predicting the values. Additionally, M-6 model exhibited lower MAE and RMSE values, further highlighting its superior predictive performance in terms of minimizing errors. The M-6 model had a20-index value of 0.387 which was 41.65% higher than the M-10 model. The a20-index value measures the proportion of predictions deviating from the actual values by not more than 20%. A higher a20-index value indicates a higher proportion of accurate predictions within a certain margin of error. In this case, M-6 model had a substantially higher a20-index value compared to M-10 model, further emphasizing its superior predictive capability in terms of precision within a specific margin of error. Also, from performance indices, the M-6 model performed better than the M-10 model. The comparison between the two respective models is given in Table 3. Fig. 5 illustrates the comparison of mean, standard deviation (SD), and covariance (CoV) derived from the ratio of experimental to predicted values of all models. The mean ratio signifies the average deviation between the experimental values and the predictions made by each model. A lower mean ratio indicates a closer alignment between the predicted and actual values, suggesting higher accuracy. Standard deviation measures the spread or variability of the ratios around the mean.
A smaller standard deviation indicates more consistency in the predictions across different data points. Covariance assesses the relationship between the deviations of experimental and predicted values. A lower covariance suggests a stronger agreement between the two sets of values. Fig. 5 distinctly indicates that M-6 model exhibited a maximum number of values around 1. This observation suggested that the predicted values closely align with the
The performance of other models can also be seen in Fig. 5.

7 Sensitivity analysis

Sensitivity analysis was also conducted to check the influence of selected parameters on BS. This sensitivity analysis would help to understand how changes in these parameters could affect BS.

One of the key parameters examined was compressive strength ($f'_c$). Fig. 6 (a) revealed that an increase in $f'_c$ led to a corresponding increase in BS. This is due to the improved interlocking effect between steel and concrete.
The higher grade of concrete provides more confinement as compared to the lower grade. Similar results had been concluded by Xuan et al. [39].

The second important parameter analysed was the diameter of bar (d_b). Fig. 6 (b) showed that larger bar diameters resulted in lower BS. The reason attributed to this was reduced contact area between the steel and concrete for larger bars which was because of the smaller surface area to volume ratio of larger diameter bars. Similar results had been concluded by Shunmuga Vembu and Ammasi [40], Krishnaveni and Rajendran [41].

The third parameter analysed was the cover of concrete (c). Fig. 6 (c) showed that thicker cover could enhance BS because of better confinement to steel reinforcement. The results coincide with the findings of Shunmuga Vembu and Ammasi [40].

Another important parameter was corrosion level (η). The Fig. 6 (d) revealed that with the increased corrosion percentage the BS decreases. This was due to a decrease in the diameter and yield strength of the bar.

From Fig. 6 (e) it was clear that with an increase in l_b, the BS decreases. This was because of non-uniform stress distribution along the length of the bar. Similar results related to corrosion level and development length of rebar were discussed by Shunmuga Vembu and Ammasi [40], Krishnaveni and Rajendran [41].

The higher grade of concrete provides more confinement as compared to the lower grade. Similar results had been concluded by Xuan et al. [39].

The second important parameter analysed was the diameter of bar (d_b). Fig. 6 (b) showed that larger bar diameters resulted in lower BS. The reason attributed to this was reduced contact area between the steel and concrete for larger bars which was because of the smaller surface area to volume ratio of larger diameter bars. Similar results had been concluded by Shunmuga Vembu and Ammasi [40], Krishnaveni and Rajendran [41].

The third parameter analysed was the cover of concrete (c). Fig. 6 (c) showed that thicker cover could enhance BS because of better confinement to steel reinforcement. The results coincide with the findings of Shunmuga Vembu and Ammasi [40].

Another important parameter was corrosion level (η). The Fig. 6 (d) revealed that with the increased corrosion percentage the BS decreases. This was due to a decrease in the diameter and yield strength of the bar.

From Fig. 6 (e) it was clear that with an increase in l_b, the BS decreases. This was because of non-uniform stress distribution along the length of the bar. Similar results related to corrosion level and development length of rebar were discussed by Shunmuga Vembu and Ammasi [40], Krishnaveni and Rajendran [41].
The remaining parameters analysed were stirrups spacing and the yield strength of the bar. From Fig. 6 (f) and (g) it was clear that with the increase in yield strength and stirrups spacing BS decreases. Wider spacing leads to weaker BS. A similar result was concluded by Shunmuga Vembu and Ammasi in their findings [40], while the steel bars considered in this study were corroded, so with an increase in \( f_y \), BS decreases. Fig. 6 shows the comparison between experimental values and predicted values by M-6 and M-10 models.

8 Conclusions
In this study, a comparison was made among analytical models and international design guidelines to check the precision of the given models by validating them through the collected dataset. The dataset comprises of experimental observations, with parameters including \( l_b, \eta, d_b, l_b, f'_c, c, f_y, S_v \) and \( S_d \). Through analysis of the results, the following conclusions were drawn:

- For better comparison, the selected models were divided into two groups which were G-1 and G-2. From these two groups, M-6 model (G-1) and M-10 model (G-2) performed best on the basis of performance indices.
- The R-value of M-6 model was 0.3275, indicating a 6.65% increase compared to the M-10 model with a value of 0.3057. Additionally, M-6 model exhibited lower MAE and RMSE values than M-10 model, with a reduction of 18.77% and 21.37%, respectively. The \( a_20 \)-index value of M-6 model was 41.65% higher than the M-10 model.
- Based on performance indices it can be concluded that M-6 model had better accuracy in predicting the BS based on the beam test.
- Sensitivity analysis results showed that with the increase in \( f'_c \) and \( c \), BS increases and with an increase in \( \eta, d_b \) and \( l_b \), the BS decreases.

8.1 Limitations
Increasing the number of datasets may enhance the accuracy of the existing models. Furthermore, the study’s accuracy is influenced by the limited consideration of analytical and international design guidelines. Expanding the scope to include more design guidelines and analytical models could contribute to a more comprehensive and accurate evaluation.

8.2 Future scope
In the future, better outcomes may be generated by incorporating a large number of datasets and considering a greater number of design guidelines and analytical models from the literature, thus improving the accuracy of predicted results. Additionally, considering ML models could contribute to more relevant results. The failure pattern prediction along with BS prediction could increase the applicability of the developed ML model.

Nomenclature
- RC: Reinforced concrete
- HBT: Hinge beam test
- BS: Bond strength
- R: Coefficient of correlation
- MAPE: Mean absolute percentage error
- RMSE: Root mean square error
- NS: Nash-Sutcliffe eff. index
- MAE: Mean absolute error
- CoV: Covariance
- SD: Standard deviation
- c: Cover
- \( d_b \): Diameter of bar
- \( t_b \): Type of bar
- \( l_b \): Development length
- \( f'_c \): Compressive strength
- \( f_y \): Yield strength of bar
- \( S_v \): Stirrups spacing
- \( S_d \): Stirrup diameter
- \( \tau_u \): Bond strength
- ANFIS: Adaptive neuro-fuzzy inference system
- ANN: Artificial neural network
- GEP: Gene expression programming
- MOGA-EPR: Multi-objective genetic algorithm evolutionary polynomial regression
- TRM: Textile reinforced mortars
- ABC-ANN: Artificial bee colony optimization algorithm
- SRG: Steel reinforced grout
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Appendix A

Table A1 Dataset details

<table>
<thead>
<tr>
<th>S. No.</th>
<th>References</th>
<th>No. of specimen</th>
<th>$f'_b$ (MPa)</th>
<th>$l_0$ (mm)</th>
<th>$d_b$ (mm)</th>
<th>$t_u$ (MPa)</th>
<th>$f_c$ (MPa)</th>
<th>$c$ (mm)</th>
<th>$\eta$ (%)</th>
<th>$S_u$ (mm)</th>
<th>$S_y$ (mm)</th>
<th>Output $\tau_u$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>[14]</td>
<td>8</td>
<td>35.3–42.5</td>
<td>140</td>
<td>18</td>
<td>1</td>
<td>357.5</td>
<td>30</td>
<td>0.78–10.04</td>
<td>100</td>
<td>8</td>
<td>10.54–14.92</td>
</tr>
<tr>
<td>3</td>
<td>[15]</td>
<td>6</td>
<td>45</td>
<td>100</td>
<td>10</td>
<td>2</td>
<td>520</td>
<td>20</td>
<td>0.3–5</td>
<td>–</td>
<td>–</td>
<td>4.07–10.01</td>
</tr>
<tr>
<td>4</td>
<td>[7]</td>
<td>36</td>
<td>33.57</td>
<td>70</td>
<td>14</td>
<td>2</td>
<td>436</td>
<td>35</td>
<td>0.71–4.67</td>
<td>60</td>
<td>6</td>
<td>5.9–12.12</td>
</tr>
<tr>
<td>5</td>
<td>[16]</td>
<td>8</td>
<td>37.25</td>
<td>70</td>
<td>14</td>
<td>2</td>
<td>436</td>
<td>30</td>
<td>0.08–0.53</td>
<td>60</td>
<td>6</td>
<td>10.13–11.97</td>
</tr>
<tr>
<td>6</td>
<td>[17]</td>
<td>36</td>
<td>35.43</td>
<td>70</td>
<td>14</td>
<td>2</td>
<td>436</td>
<td>40</td>
<td>2.58–7.42</td>
<td>60</td>
<td>6</td>
<td>2.98–11</td>
</tr>
</tbody>
</table>
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