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Abstract

Predicting the soil swelling index (CS) is crucial for geotechnical engineer to ensure the stability of civil engineering conceptions. 

Recently, ML models has sparked great interest from researchers in predicting the soil swelling index. However, due to the black-box 

nature of ML models, their prediction capabilities are still uninterpretable. This study aims to predict the soil swelling index using ML 

algorithms and interpret predictions. First, it employs the prediction capability of the Gaussian process regression (GPR) algorithm 

and compares it to the artificial neural network (ANN) for prediction the soil swelling index. Second, the SHAP algorithm as one recent 

explainable artificial intelligence (XAI) models is applied to interpret the predictions of the complex GPR and ANN models. The compiled 

experimental database covers 362 clayey samples gathered from different sites located in Northern Algeria. The modeling involved six 

input features, including the liquid limit (LL), plastic limit (PL), plasticity index (PI), water content (ωn), dry density (γd), and void ratio (e) to 

predict the soil swelling index. The findings based on statistical metrics showed a good performance of GPR with R2 = 0.78 and of ANN 

with R2 = 0.79. Comparative study based on Wilcoxon signed- rank test and sign test indicated that the ANN outperform better than 

GPR. Based on the interpretations obtained by SHAP algorithm, it is observed that the liquid limit (LL) and plastic limit (PL) are the two 

main input features that influence the CS, indicating, the higher content of LL and PL increase the model's output. 
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1 Introduction
Swelling soils are widely distributed worldwide, particularly 
in arid and semi-arid climatic areas and usually remain unsat-
urated [1, 2]. Extended periods of drought, high tempera-
tures in all seasons, and heavy rainfall can severely harm the 
hydric cycles of swelling soils. These factors contribute to 
the variation in the volume of fine-grained soils by shrinkage 
during drought periods and swelling following precipitation, 
reflecting the "shrinkage-swelling" phenomenon. This unpre-
dictable behavior can lead to severe damage, such as shifting 
foundations and cracking walls. As such, it is important to 
determine the potential risks of shrinkage-swelling soil and 
understand factors influencing this phenomenon when plan-
ning for any civil engineering projects.

The potential of swelling and shrinkage can differ 
depending on the expansive characteristics of clay min-
erals, physical properties such consistency limits, clay 

content (CC), water content ( ωn ), void ratio (e), and dry 
density ( γd ). In-situ conditions can also impact the behav-
ior of expansive soils. A highly consolidated soil is more 
critical than normally consolidated soil with a compara-
ble void ratio [3–5]. Swelling soil properties have been 
widely examined by a number of scholars forecasting fac-
tors controlling soil swelling behavior under various con-
ditions. Medjnoun et al. [6] conducted a mineralogical 
and geotechnical characterization study of swelling marly 
clays in the Medea region, Algeria. They highlighted that 
water content and density are more influencing factors on 
the behavior of swelling clays near the surface and less for 
deeper layers which are less exposed to climatic variations. 
They also add that the swelling potential decreases when 
the water content is higher; the increase in water content 
during imbibition being the triggering factor for swelling.
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In practice, soil swelling behavior is characterized by 
different indices such as swelling index ( CS ), Pressure 
swell ( PS ), Free swell (FS), and Swelling Potential (SP). 
Oedometer test with incremental loading and Triaxial test 
are both commonly laboratory tests used to quantify these 
different soil swelling parameters. These methods have 
significant advantages, such as a good definition of spatial 
and temporal boundary conditions, strict control of drain-
age conditions, and relatively precise identification of soil 
mechanical properties [7]. However, they are expensive 
and time-consuming. These limitations are usually over-
come by using existing empirical models that predict the 
soil swelling indices based on different physical soil prop-
erties. Countless empirical equations exist in this field. 
Such techniques are based on conventional statistical 
modeling which cannot generate the complex behavior of 
the system, particularly for systems that have nonlinear 
behavior or interdependency among several variables that 
control the model's response.

In the era of Industry 4.0, machine learning (ML) algo-
rithms have witnessed an exponential rate of applications 
in different engineering fields due to their robustness in 
prediction and classification modeling. ML models uti-
lize algorithms that have the ability to improve their per-
formance without requiring explicit programming or 
hard coding [8]. ML, as part of an intelligent system in 
Industry 4.0, can be used for different tasks, such as opti-
mization, quality control, prediction, investigating deci-
sion-making, and many others [9]. Different ML models 
have been applied to predict the potential of soil swell-
ing. In early investigations, Das et al. [10] employed four 
ML algorithms namely, support vector machines (SVM), 
Levenberg-Marquardt neural network (LMNN), Bayesian 
regularization neural network (BRNN), and differential 
evolution neural network (DENN) to predict swelling 
potential based on five input parameters. Recently, Ermias 
and Vishal [11] applied a feed-forward neural network 
(FFNN) to predict the swelling potential based on six 
input parameters and compared their results with multiple 
regression. They concluded that the FFNN model yielded 
significantly higher prediction accuracy than the multi-
ple regression model. Jalal et al. [12] predicted soil swell-
ing pressure using an artificial neural network (ANN), an 
adaptive neuro-fuzzy system (ANFIS), and genetic expres-
sion programming (GEP) based on nine input parame-
ters. They found that GEP achieved the best prediction 
accuracy compared to ANN and ANFIS. Eyo et al. [13] 
employed different intelligent models including ANN, 

support vector machine (SVM), ANFIS, Bayesian linear 
regression (BLR), Bayes point machine (BPM), Deep-
support vector machine (D-SVM), multiple linear regres-
sion (REG), logistic regressor (LR), decision forest (RDF), 
boosted trees (BDT), voting meta-ensemble (VE), stack-
ing meta-ensemble (SE), based on three different input 
scenarios. Each scenario includes three input parameters, 
and they found that that scenario 3-based models (input of 
Activity, cation exchange capacity, LL) give the best accu-
rate results. Dam Nguyen et al. [14] applied three different 
intelligent models namely, bagging multiple layer percep-
tron neural network (Bagging-MLP), genetic program-
ming (GP), multilayer perceptron (MLP). They found that 
the Bagging-MLP yielded high prediction performance in 
predicting soil swelling potential. Teodosio et al. [8] used 
a deep learning model to forecast the shrink-swell index 
based on two different combinations of soil properties. The 
first combination includes four input parameters, namely, 
liquid limit (LL), plastic limit (PL), plasticity index (PI), 
and linear shrinkage (LS), while the second combination 
adds the fines per cent. They concluded that the model 
that combines all input parameters, i.e., the second sce-
nario, performs best in predicting the shrink-swell index. 
Narmandakh et al. [5] provided two types of neural net-
works namely, the feed-forward neural network (FFNN) 
and the cascade-forward neural network (CFNN). They 
found that the predictive modeling by FFNN showed sub-
stantial improvement compared to previous empirical and 
semi-empirical relations in predicting soil swelling poten-
tial. Taherdangkoo et al. [15] predicted the swelling pres-
sure using an FFNN trained with Levenberg–Marquardt, 
Bayesian regularization, scaled conjugate gradient, and 
genetic algorithm. Lately, Jalal et al. [16] integrated the 
ANN with four metaheuristic algorithms, namely, par-
ticle swarm optimization (PSO), grey wolf optimization 
(GWO), slime mold algorithm (SMO), marine predators 
algorithm (MPO) to predict the swell pressure based on 
nine input parameters. 

Despite the higher accuracy performance of the differ-
ent ML models mentioned above and many others, they 
are categorized as "black-box" models. That is, they offer 
only the final output with no information related to the 
relationship between inputs and output; therefore, the out-
put of ML models is still uninterpretable [17]. To alleviate 
this shortcoming, a novel field, known as explainable arti-
ficial intelligence (XAI), has emerged to allow applicants 
to understand complex ML models' output [18]. A Shapely 
value for machine learning algorithm, is one XAI-based 
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algorithm that allow to understand the influence of input 
variables on the ML models' output. Recently, the SHAP 
algorithm has witnessed, different applications in civil 
engineering like construction materials [19–22]. In geo-
technical engineering, a growing number of studies have 
started to utilize SHAP. Kannangara et al. [17] used the 
SHAP algorithm to explain the model output of the ran-
dom forest (RF) algorithm in predicting shield tunnel-
ing-induced settlement. Kim et al. [23] applied SHAP to 
investigate the contribution of input variables to the model 
output of the extreme gradient boosting (XGboost) ML 
algorithm for predicting undrained shear Strength. Jas and 
Dodagoudar [24] employed SHAP to explain the model 
output of the XGboost ML algorithm for assessing soil 
liquefaction potential. Karakaş et al. [25] applied SHAP 
to evaluate the model output of ML algorithms for pre-
dicting the ultimate bearing capacity of piles. Swarnkar 
et al. [26] explained the ANN model output for predicting 
the settlement of the ring foundation. Ye et al. [27] pre-
dicted the soil compression coefficient using the XGboost, 
RF, and Bayes algorithms and interpreted their predictions 
using the SHAP algorithm. Utkarsh and Jain [28] applied 
the SHAP algorithm to interpret the output of optimized 
XGboost with the grey wolf algorithm in predicting the 
swelling pressure of bentonite. While a relatively large 
amount of research in the literature deals with the applica-
tion of SHAP in the geotechnical field, the literature that 
deals with the applications of SHAP for interpreting the 
output of an ML-based model in predicting soil swelling 
index for natural soils has not yet been conducted.

Therefore, the main purpose of this study is to predict 
the soil swelling index and to interpret the prediction. 
We use the prediction capability of the Gaussian process 
regression (GPR) and compare it to ANN in predicting 
the soil swelling index. Afterward, The SHAP algorithm 
is applied to interpret the predictions of soil swelling 
index generated by GPR and ANN models. For the first 
time, this study is going to investigate the combination of 
SHAP-GPR and SHAP-ANN systems in the prediction of 
soil swelling index. 

2 Background of the algorithm used
2.1 Gaussian process regression (GPR)
GPR is a non-parametric probabilistic machine learning 
approach based on Bayesian theory and statistical learning 
theory. Compared to the popular ML techniques such ANN 
and SVM which are solely based on historical statistical 

data for training, GPR exploits the advantages of both 
methods in the sense that it uses both historical data and 
data fitting approaches to build a robust model [29, 30]. 

In GPR, the prediction function that relate the input 
feature set data to the output data with noisy is given in 
Eq. (1) [31]: 

Y f X� � � �� . (1)

Where, Y is the observed target values, f(X) is an under-
lying function. The ξ is noisy term which is assumed to 
follow a Gaussian distribution with the mean of 0 and 
the variance (ξ ~ N(0, σn

2)) in GPR. Then priori distribu-
tion of the observation Y and the joint prior distribution 
of the observed value Y and the predicted value y can be 
obtained [31]:
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Where K(X, X) = ( κij ) is a symmetric positive defi-
nite covariance matrix, whose element measures the 
correlation between xi and xj using a kernel function κ. 
K(X*, X) = K(X, X*)

T is the covariance between the test set 
X* and training set X. K(X*, X*) is the covariance matrix 
of the test set itself. In is a n-dimensional unit matrix [31]. 
The common kernel functions are: squared exponential 
kernel, Matern kernel 5/2, Matern kernel 3/2. The kernel 
functions are parameterized by a set of kernel hyper-pa-
rameters defined as: length-scale, signal variance, and 
noise variance [32]. These parameters are usually assumed 
to be unknown but rather are learned from the data [32]. 

2.2 Artificial neural network (ANN)
ANNs are one well-known ML algorithms inspired by the 
biological human brain. They consist of several intercon-
nected parallel neurons capable of transferring the infor-
mation pertaining to the data processing. 

ANNs typically consist of three layers: input, hidden, 
and output. Each layer includes a certain number of neu-
rons. In the input layer, the neurons correspond to the input 
variables, while the last layer corresponds to the output 
variable. As for the hidden layer, the researcher can face 
the following two problems. The first is "how to set the 
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number of hidden layers?" and the second is "how to set the 
number of hidden neurons?". Both settings depend on the 
problem approximation. Usually, trial-and-error approach 
is common method employed in fixing the number of hid-
den nodes, because there is no general rule in selecting the 
number of hidden neurons [33, 34]. In the case of hidden 
layers, several studies reported that an ANN with single 
hidden layer containing a finite number of neurons is capa-
ble of approximating any non-linear problem. 

In ANN, the correlation between input parameters 
with target value(s) is conducted through learning pro-
cess. Throughout the training phase, the system diligently 
focuses on enhancing its precision and efficiency by min-
imizing error on the training patterns. Then, the valida-
tion of the trained model is tested using another dataset. 
The mode treatment of the input dataset in the multi-layer 
perceptron network can be represented mathematically in 
Eq. (4) [35, 36]: 
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Where, θj is the bias at the hidden layer; wij is the connection 
weights between the input variable and hidden layer; Xi is 
the input variable; Yj is the output variable; f is the transfer 
function; and N is the number of hidden neurons [34]. 

2.3 SHAP algorithm
The SHAP method based on game theory, reflects the 
strategies that can interpret the ML-based models. 
The Shapely value for a specific input variable j ( φj ) is the 
average marginal contribution of an input variable j for all 
subsets (S) of input variables (N), without containing input 
variable j, as expressed as follows Eq. (5) [17]:
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Where f is the original of prediction model,  is set of all 
features, M is the total of number of input variables, j is spe-
cific value of the jth variable, and S is a subset of features. 

In SHAP, output of the prediction model for single 
observations is explained by linear function as follows 
Eq. (6) [17]:
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Where g(x') means the explainable model with simplified 
input simplified input x'; f(x) is the ML model with the 

original input variables x; ϕ0 is the constant value when all 
inputs are missing, M is the total of number of input vari-
ables, j is specific value of the jth variable. 

3 Data collection and statistical analysis
This research acquired a sufficiently large dataset com-
prising experimental oedometer test results with other 
physical soil properties of various clayey soils obtained 
as consequence of extensive geotechnical investigations 
in Northern Algeria. There were 362 soil samples, from 
which samples of 5 different soil types, including clay, silty 
clay, sandy clay, marly clay and gravely clay, were gath-
ered and tested. These data were collected from different 
geotechnical laboratories that employed the standard soil 
testing techniques and followed recommended procedures 
to determine the swelling index of the soil samples. 

In ML terminology, independent variables are usually 
known as features, and the output variable in known as 
target [17]. In this study, physical soil properties includ-
ing liquid limit (LL), plastic limit (PL), plasticity index 
(PI), dry density ( γd ), water content ( ωn ), and void ratio (e) 
were used as input features to predict swelling soil index. 
Table 1 presents the statistical description of the basic rel-
evant features of the input and predicted variable, speci-
fying maximum, minimum, mean, and standard deviation 
error (STD.E). This table shows that the soil swelling index 
of the collected datasets ranges from 1% to 13.6%, indicat-
ing a wide coverage of swelling index ranging from low to 
high soil's swelling clays.  The values of liquid limit (LL) 
and plasticity index (PI) both depict a wide span of soil's 
consistency ranging from low to high clayey soils (CL-
CH). It is important to note that the datasets presented in 
this study did not contain any missing values, presenting 
a clean dataset for developing ML models. The distribution 
of input and target variables is shown in Fig. 1. Fig. 1 rep-
resents the box plot for input features and the target. 

Further statistical analyses were conducted to analyze 
the interdependence between input features and the target 

Table 1 Statistical descriptive for input features and target

Variables Units Max Min Mean STD.E

LL

kN/m3

63.48 28 46.17 6.36

PL 31.23 14 22.60 3.19

PI 37.10 11.40 23.56 4.60

γd 19.8 11.0 16.7 1.1

ωn 34.0 10.98 20.68 4.13

e 0.940 0.290 0.63 0.11

CS 0.136 0.010 0.040 0.02
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variable. The results of Spearman's coefficient matrix are 
presented in Fig. 2. In Fig. 2, it can be seen that the CS 
correlated well with LL (r = 0.67) and PI (r = 0.62). It can 
be seen also that there is weak inverse correlation with 
dry density (r = −0.16). This correlation matrix depicts no 
multicollinearity problem between variables (i.e., r > 0.90) 
and all parameters are suitable for modeling.

4 Methodology
The modeling methodology used in this study consists of 
four main steps, as presented in Fig. 3.

Step 1: Database collection. This step involves collecting 
the whole dataset, including the input features and target. 

Step 2: Data wrangling and optimization. The dataset 
gathered from different national laboratories underwent 
a meticulous process of transformation aimed at structur-
ing, normalizing, and cleaning to eliminate any errors or 

irrelevant information from the datasets to present a suf-
ficient quality and consistent dataset for the subsequent 
training and validating ML models. We employed different 

Fig. 1 Box plot for input features and target

Fig. 2 Heat map of Spearman's correlation coefficient for the input features Fig. 3 Methodology flowchart of the proposed study
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statistical tools including data distribution analysis, statis-
tical descriptive, and Spearman's coefficient matrix. 

In addition, data normalization is conducted to trans-
form the data into a coherent database by removing the 
overflow due to large or small weights. In this study, the 
Z-score transformation was adopted using the following 
mathematical expression Eq. (7): 

x
X X
std Xi

i i

i

�
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� �
mean

. (7)

Where xi is the normalized value of Xi , mean( Xi ) and 
std( Xi ) are the mean and standard deviation of measured 
values, respectively. Following that, the entire data was 
split into equal-sized k-subsets using the k-fold cross-val-
idation (KFCV) method, where each K-1 fold subset is 
used for testing and the remain for training the AI model. 
The choice of K number division depends on the predic-
tion accuracy quality reached during the validation phase. 
After several evaluations on the selection of K number 
fold, this study adopts 10-fold CV subsets.

Step 3: Building of machine learning models. In this 
step, data from training dataset were used to train and con-
struct GPR and ANN models. The GPR was trained using 
"Matern 3/2" kernel function, "constant" basis function, 
and Exact GPR fit method. ANN was trained using the 
Levenberg-Marquardt backpropagation and tang-sigmoid 
activation function. Besides, we set up, a three-layer net-
work comprising 6 neurons in input layer, 34 hidden nodes 
in the hidden layer, and one neuron in the output layer. 
It should note that the 34 hidden neurons were found after 
a series of trial error analysis, ranging the number of hid-
den nodes from 5 to 40. Table 2 summarizes the detailed 
optimized parameter setting for GPR and ANN models for 
predicting soil swelling index ( CS ). 

Step 4: Prediction and validation of machine learning 
models. In this step, we employ three well-known statis-
tical metrics including coefficient of determination (R), 
mean square error (MSE), and mean bias error (MBE) to 
validate the prediction of ANN and GPR models.

Step 5: Interpretability of machine learning models. In this 
step, the SHAP algorithm is integrated into GPR and ANN 
models to interpret the prediction of their output results.

5 Results
5.1 Prediction
In this subsection, the results of the developed GPR and 
ANN are presented and discussed. The performance of 
each model was achieved using coefficient of determination 

(R), mean square error (MSE), and mean bias error (MBE). 
The R value detect the relative correlation between mea-
sured and predicted values. Higher R is good performance, 
lower R is worst results. Smith [37] recommended that for 
R > 0.8, the relationship depict a strong result, for R < 0.2, 
it indicates a weak performance, and for 0.2 < R < 0.8, the 
model is acceptable. MSE and MBE aim to compute the 
error of a given network. The lower MSE and MBE the 
better model calibration.

Regression plots of predicted soil swelling index val-
ues in function of the corresponding measured values 
using training datasets and testing data sets are illustrated 
in Figs. 4 and 5, for training and testing phases, respec-
tively. The solid line (blue line) represents the trend line 
generated in each case to estimate the correlation of the 
results i.e. slope and intercept. The closeness of this line 
to the dotted line (Y = T) indicates the accuracy of the 
developed model, while the farther one means an increase 
in error and, therefore, a less accurate model. The linear 
fit equation for the training dataset is drawn with slope 
of 0.81 and 0.62 for ANN and GPR models related to an 
angle between the trend line (blue line) and the horizon-
tal line of 39° and 32°, respectively. The ANN model has 
the linear fit line closet to the dotted line, which is consist 
with R = 0.911. However, the GPR model produced a lower 
accuracy compared to ANN model in terms of slope line 
and coefficient of determination. 

Table 2 An overview of GPR and ANN parameter setting

Model Parameter Option/value

GPR Kernel function (Form of the 
covariance function) Matern 3/2

Basis function (Explicit basis 
in the GPR) Constant 

Fit method (Method to estimate 
parameters of the GPR model)

Exact Gaussian 
process regression

Beta (Initial value of the 
coefficients for the explicit basis) 0.514

Sigma (Initial value for the 
noise standard deviation of the 

Gaussian process model)
0.619

ANN Number of layers 3

Activation function tang-sigmoid function

Training algorithm Levenberg-Marquardt 
backpropagation

Number of neurons 
Input layer: 6

Hidden layer: 5–40
Output layer: 1

Learner rate 0.0001

Number of iterative learning 20
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For the testing part, the linear fit equation of ANN and 
GPR had a slope of 1 and 0.65 corresponding to an angle 
of 45° and 33°, respectively. It indicates that the ANN 
model has the best fit, which is similar to the dotted line 
forming an angle of 45°. This is consistent with R2 = 0.795. 
The GPR model shows weak slope results but performs 
better in coefficient determination (R2 = 0.781).

ANN depicts a good accuracy performance during 
training and testing phases according to R2 despite the 
complexity of datasets, while GPR shows weak results 
compared to ANN. 

In terms of error measurements, during training phase, 
ANN has produced a MSE and MBE of 0.0001 and 0.01, 
respectively, and GPR has achieved a MSE and MBE 
0.0001 and 0.03, respectively. During testing phase, 
ANN has produced a MSE and MBE of 0.0001 and 0.01, 

respectively, and GPR has achieved a MSE and MBE 
0.0002 and 0.01, respectively. These results indicate that 
ANN produced a lower error during the training and test-
ing phases than GPR and is adequate with R2. 

5.2 Comparison of predictive accuracy
Considering the results of statistical metrics produced 
for ANN and GPR models. It is no simple to decide on 
which of these techniques perform better than others. 
Consequently, two statistical tests, namely the Sign test, 
and the Wilcoxon Signed-Rank test, are applied to com-
pare the overall effectiveness of each model and make 
informed decisions on which ML approach is most effec-
tive for predicting the soil swelling index. A Wilcoxon 
Signed-Rank and Sign values under 0.05 reject the null 
hypothesis indicating difference in the two compared 

(a)

(b)

Fig. 4 Predicted versus measured CS during training phase for (a) GPR 
and (b) ANN

(a)

(b)

Fig. 5 Predicted versus measured CS during training phase for (a) GPR 
and (b) ANN
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models, while values upper 0.05 accept the null hypothe-
sis when there is no difference. 

Table 3 summarizes the tests results of the upper two 
statistical tests with 95% degrees of confidence for GPR 
and ANN models. Both tests accept the null hypothesis 
of ANN and GPR models. These results indicate that the 
prediction performance of ANN and GPR models can be 
considered to be the same in soil swelling index predic-
tion. Combined with results of the model comparison, 
we conclude that the performance accuracy of predictive 
ANN model is an effective ML algorithm in predicting 
soil swelling index. 

5.3 SHAP analysis
The SHAP is new algorithm developed to explain the com-
plex ML models' output using Shapely values. In the pres-
ent study, SHAP is applied to both GPR and ANN models.  
Summary plot is a typical global view of the Shapley value 
results. It indicates the contribution of each input vari-
ables on model output. The SHAP summary plot obtained 
for GPR and ANN model is shown in Fig. 6. In Fig. 6, the 

horizontal axis represents the SHAP values, and the vertical 
axis represents the input variables ordered from top to bot-
tom, where the variable with upper mean absolute value of 
the Shapley values is at the top. The color bar indicates the 
intensity of SHAP values estimated for each input variable. 
For instance, reddish points represent the highest value, 
while bluish points represent the lower Shapley values. 
Positive and negative SHAP values illustrate increasing and 
decreasing impact on the model output, respectively. 

According to Fig. 6, the SHAP analysis results of the 
GPR and ANN models exhibited some common findings. 
On the one hand, liquid limit (LL) and plastic limit (PL) 
are both most input features among the six input features 
for predicting soil swelling index. The positive and nega-
tive SHAP values increase and decrease the model's out-
put, respectively. Accordingly, liquid limit and plastic 
limit produce positive SHAP values (i.e. positive SHAP 
values are observed when the liquid limit and plastic limit 
are large). This makes sense, as higher content of liquid 
limit and plastic limit increases the soil swelling index. 
Similarly, for the water content ( ωn ), as higher content 
of this input can lead to increase the soil swelling index. 
On the other hand, dry density ( γd ) has the negative effect 
on the soil swelling index, meaning that the soil swelling 
index decreases as the amount of dry density increases. 

Nevertheless, there is certain difference in the SHAP 
results between the GPR and ANN models. Specifically, 
with GPR model, the contribution of the input features on 
soil swelling index in decreasing order was liquid limit 
(LL), plastic limit (PL), plasticity index (PI), water con-
tent ( ωn ), void ratio (e), and dry density ( γd ). For the ANN 
model, the input features influence on soil swelling index 
in decreasing order was liquid limit (LL), plastic limit (PL), 
dry density ( γd ), plasticity index (PI), water content ( ωn ), 
while void ratio (e) have little influence. This means that 
GPR and ANN models choose differently the importance 
of input features on predicting soil swelling index. This 
difference could be mainly related to the ML model's char-
acteristics. Indeed, Salih et al. [38] emphasized that SHAP 
is a model-dependent method. This means that SHAP's 
outcome depends on the model used. Consequently, when 
different models are applied, the top features SHAP iden-
tifies may differ among ML models [38]. 

Fig. 7 illustrates the relative importance of each input 
feature according to their mean SHAP values. This graph 
provides additional information, where the features are 
ordered from the highest to the lowest effect on the predic-
tion. It considers only the absolute SHAP value and does 

Table 3 Sign and Wilcoxon signed-rank tests results for GPR and 
ANN models

Test method GPR ANN

Sign test 0.405 0.405

Wilcoxon signed-rank test 0.423 0.285

(a)

(b)

Fig. 6 Summary plot obtained from SHAP analysis for (a) GPR model 
and (b) ANN model
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not consider whether the feature affects the prediction in 
a positive or negative way. Maximum mean |SHAP| val-
ues calculated by ANN and GPR reached 0.45 and 0.18, 
respectively. These values are related to liquid limit (LL) 
feature. The minimum mean |SHAP| values calculated by 
ANN and GPR reached 0.01 and 0.10, corresponding to 
void ratio (e) and dry density ( γd ), respectively. 

6 Discussion
This study compared the predictive ability of the devel-
oped ANN and GPR with Işık [39], Alptekin and Taga [40], 
and Abdulkareem and Aziz [41] empirical correlations. 

The comparative study used the coefficient of determina-
tion (R2), the root means square error (RMSE), and the 
slope of linear fit for each model. 

Table 4 presents the performance results of each model. 
It can be observed that the developed ANN model in this 
study gives accurate results in terms of the slope lin-
ear fit equation compared to GPR and previous studies. 
Considering the coefficient of determination (R2), the ANN 
and GPR models showed similar results. The previous 
empirical models of Işık [39], Alptekin and Taga [40], and 
Abdulkareem and Aziz [41] that express the soil swelling 
index based on liquid limit (LL) generated an acceptable 
R2. The multiple regression model of Işık [39] generated 
a weak R2. In terms of error measurement, as computed by 
RMSE, the developed model ANN and GPR in this study 
produced a lower error. Likewise, the empirical model of 
Işık [39], which used LL as an input feature, generated 
a lower error compared to the Alptekin and Taga [40] 
and Abdulkareem and Aziz [41] models. When compared 
among different empirical models proposed by Işık [39], 
Alptekin and Taga [40], and Abdulkareem and Aziz [41], 
it is observed that only equations that express the soil swell-
ing index based on the input feature LL generate acceptable 
results. The comparative study confirms that the developed 
ANN model in this study outperforms the previous empiri-
cal equations in predicting the soil swelling index.

7 Conclusions
This study aimed to address an important gap in the 
research literature dealing with soil swelling index pre-
diction using machine learning algorithms. Two ML mod-
els namely GPR and ANN were applied to predict the soil 
swelling index associated to six input features namely, 

Table 4 Model comparison of the predictive models

Model name Model to predict Slope R2 RMSE

Işık [39] C LLS � �0 0007 0 0062. .  0.15 0.60 0.01

C eS n d� � �� � � � � � �0 0003 0 027 0 06 0 037
0

. . . .� �  0.09 0.08 0.02

Alptekin and Taga [40] C LLS � �� ��
3 10

5 1 6.

 0.1 0.63 0.04

C PLS � �� � �0 0009 0 0013. .  0.05 0.23 0.03

C PIS � �0 0005
1 04

.
.

 0.09 0.49 0.04

Abdulkareem and Aziz [41] C LLS � �0 002 0 008. .  0.43 0.60 0.06

C PIS � �0 002 0 036. .  0.31 0.49 0.04

ANN (current study) ANN (LL, PL, PI, γd , ωn , and e) 1 0.79 0.01

GPR (current study) GPR (LL, PL, PI, γd , ωn , and e) 0.65 0.78 0.01

(a)

(b)

Fig. 7 Relative importance of each feature obtained from SHAP 
analysis for (a) GPR model and (b) ANN model
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LL, PL, PI, DD, ωn , and e on total of 362 clayey sam-
ples. The trained GPR and ANN models were used sub-
sequently as input to the SHAP algorithm to interpret the 
predictions generated with GPR and ANN. Based on this 
study, the main conclusions can be drawn:

• The findings indicated that the GPR model could 
provide accurate and precise results in predicting 
soil swelling index.

• Comparative study based on statistical metrics and 
inferential tests depicted that the ANN model per-
formed better than GPR model. 

• The application of SHAP algorithm to the GPR and 
ANN models to understand those outputs prediction, 
revealed that the soil swelling index predominantly 
depends on liquid limit (LL) and plastic limit (PL). 
Further, the importance of input variables varies 
according to the type of ML models. 

• Further research should expand the size of database 
and also input features. In addition, applicants in 
this area should keep in mind that developed models 

in this study are valid within the range of database 
used. Optimized machine learning models using dif-
ferent metaheuristic algorithms are also suggested to 
predict the soil swelling indices.

• Finally, this study has extended the evolving 
machine learning applied in geotechnical engineer-
ing, specifically in prediction soil swelling index. 
Up to now, the application of XAI methods in geo-
technical engineering is new field and less explored. 
Based on our results we recommend to apply the 
similar approach used in this study for solve further 
geotechnical problems. 
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