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Abstract

The investigation and analysis of bridge distress are critical for the assessment and maintenance of bridge safety, necessitating precise 

information regarding the condition of the bridge surface. In this study, a deep learning framework for automatically identifying bridge 

concrete cracks is proposed based on comparing the detection performance of YOLOX, SSD, and Faster R-CNN. The deep learning 

model YOLOX_s is initially trained and employed to identify bridge concrete cracks, and the detection results demonstrate that the 

bridge concrete crack identification accuracy rate of the YOLOX_s is 91.77% and much higher than that of SSD and Faster R-CNN, 

which are 88.09% and 86.57% separately. To perform bridge concrete crack quantification, several image processing techniques are 

applied. The process begins with the cropping of the identified cracks obtained by YOLOX_s followed by binarization using Otsu's 

method. Subsequently, the Zhang-Suen thinning algorithm is applied to extract the crack skeleton, while the Canny edge detection 

algorithm outlines the crack boundaries. Finally, a pixel accumulation-based method is implemented to calculate the crack dimensions. 

The findings indicate that the proposed method for measuring crack length and the maximum width achieves high accuracy levels of 

96.6% and 95.86%, respectively.
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1 Introduction
Reinforced concrete bridges are vulnerable to structural 
aging, damage, and even destruction due to several factors, 
such as overloading, impacts, environmental erosion, and 
material degradation [1]. To evaluate the service condition 
of bridges, the timely identification and accurate quantifi-
cation of bridge concrete cracks are essentially required, 
because the emergence of cracks is the most direct man-
ifestation of bridge distress and the quantity and dimen-
sions of cracks are important metrics to evaluate bridge 
integrity and durability [2, 3]. On the other hand, the 
quantity and dimensions of cracks can provide valuable 
guidance for the prevention and control of major bridge 
distress by implementing associated countermeasures.

Bridge inspections are traditionally conducted by man-
ual visual inspection. However, manual visual inspection 
is laborious, time-consuming, subjective, and even dan-
gerous, particularly in the case of large-scale or complex 
bridges [4–6]. Moreover, manual inspections depend to 

a large extent on the experience and knowledge of inspec-
tors, which may lead to varying judgement results. In pursuit 
of improving detection efficiency and objectivity, as well as 
achieving reliable detection results, the field of bridge crack 
detection is increasingly leveraging deep learning tech-
niques to facilitate automated and cost-effective inspections. 
State-of-the-art object recognition networks such as Single 
Shot Multi-Box Detector (SSD) [7], Faster Region-based 
Convolutional Network (R-CNN) [8], and You Only Look 
Once (YOLO) [9] have been successfully deployed for con-
crete crack identification. For instance, Yan et al. [10] devel-
oped a novel SSD-based model for the automated detection 
of asphalt pavement cracks, while Huyan et al. [11] utilized 
Faster R-CNN for discerning complex crack patterns in road 
surfaces. Park et al. [12] employed the YOLO algorithm for 
real-time crack detection and quantification. Moreover, sig-
nificant advancements have been achieved in the automatic 
crack inspection of other structural infrastructure, including 
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tunnels [13, 14], bridges [15–17], and dams [18–20]. These 
advancements also demonstrate the strong ability of deep 
learning methods in crack localization and determination.

In the deep learning domain, convolutional neu-
ral networks (CNNs) stand at the forefront, and serve as 
an important role [21–23]. Their prowess lies in the auto-
matic extraction of salient features from image data, cou-
pled with robust accuracy in image classification, objec-
tion detection, and image segmentation [24]. Models like 
Faster R-CNN, SSD, and YOLO are CNN-based and have 
shown remarkable practicability in object detection chal-
lenges [25]. Faster R-CNN is known for its accuracy, 
introducing a region proposal network (RPN) for gen-
erating high-quality region proposals, followed by pre-
cise classification and bounding box regression [8, 26]. 
However, it is too computationally intensive for embed-
ded systems and too slow for real-time applications [7]. 
To solve this problem, SSD introduces several optimiza-
tion measures in detection principles and processes, such 
as simultaneously predicting bounding box positions and 
object categories in a single forward pass and using fea-
ture maps of various scales for detection [27]. While sig-
nificantly enhancing detection speed, it still ensures satis-
factory accuracy. As for the YOLO series, its developers 
have put much effort into striking an ideal equilibrium 
between detection speed and accuracy [28]. The latest 
YOLO model can outperform Faster R-CNN in detection 
accuracy and outperform SSD in detection speed.

Given its proficiency in both processing speed and 
detection accuracy, the YOLO series has become a popu-
lar choice for researchers tackling various crack detection 
tasks. For instance, Du et al. [29] successfully implemented 
the YOLOv3 model to discern various pavement distresses, 
including different crack patterns, culminating in an overall 
detection accuracy of 73.64%. Zhang et al. [30] refined the 
YOLOv3 model to instantly identify bridge surface cracks, 
achieving enhanced accuracy and processing speeds. 
Similarly, Yao et al. [31] augmented the YOLOv4 model 
to facilitate real-time detection of concrete surface cracks. 
Hu et al. [32] explored the application of YOLOv5 for 
pavement crack detection, reporting that the trained model 
exceeded an accuracy threshold of 85%. These endeavors 
also underscore the ongoing scholarly pursuit to harness 
deep learning for advancing crack detection capabilities 
through algorithmic improvements and optimizations. 

The swift advancements in computer technology have 
given rise to numerous high-performing models in the field 
of deep learning. Despite these advancements, there is often 

a lag in the exploration and validation of these models' per-
formance in concrete crack detection. In 2021, Ge et al. [33] 
introduced You Only Look Once X (YOLOX), which incor-
porated several advancements over its predecessors, includ-
ing YOLOv3 through YOLOv5. While models like those 
in the YOLO series have proven effective for such tasks 
due to their accuracy, speed and adaptability, the full poten-
tial of newer models remains an open area for research and 
could represent a significant opportunity for advancements 
in automated crack detection systems. However, there are 
few studies on damage recognition using the YOLOX, 
and the application effect of the YOLOX in crack detec-
tion remains to be further investigated [34]. Drawing on the 
advantages and current application of YOLOX, this study 
employs YOLOX for crack classification and localization. 
At the same time, in order to examine its better detection 
performance, it is compared with Faster R-CNN and SSD.

Indeed, in the context of bridge safety and maintenance, 
the identification of cracks is just the first step. The pre-
cise quantification of crack geometry is also essential for 
evaluating the structural integrity and longevity of bridges 
and can provide reference index for whether to take repair 
measures and what kind of repair measures. Accurate 
crack data extraction is a pivotal step in this quantification 
process. Various image-processing techniques (IPT) have 
been documented in the literature as effective methods for 
extracting detailed information about cracks from images. 
These include thresholding for distinguishing cracks from 
the background, edge detection algorithms for identifying 
crack outlines, thinning algorithms for extracting the crack 
skeleton, and Canny algorithms to minimize edge detec-
tion omissions [23, 35–37]. Kim et al. [37] achieved over 
89% accuracy in crack width estimation using an image 
binarization method. Furthermore, Kim et al. [38] imple-
mented a hybrid binarization approach, which precisely 
estimated crack width with minimal crack length data 
loss, detecting cracks as thin as 0.1 mm with a maximum 
length estimation error of 7.3%. Despite these advance-
ments, the lack of a standardized approach for threshold 
setting and parameter optimization for feature extraction 
persists, rendering crack quantification laborious, ineffi-
cient, and costly. To more easily and quickly separate the 
crack from the background, while ensuring the integ-
rity of the crack information, Otsu's thresholding method 
emerges as a potent solution. Otsu's way, an adaptive 
thresholding technique, is adept at binarizing images to 
differentiate the foreground from the background. It does 
so by calculating the threshold that maximizes inter-class 
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variance – the variance between the pixel value distribu-
tions of the foreground and background [39]. By exhaus-
tively evaluating all grayscale values in a crack image 
to find the maximal inter-class variance, Otsu's method 
autonomously ascertains the best segmentation threshold, 
thereby effectively distinguishing cracks from the back-
ground [40, 41]. This results in precise crack information 
crucial for estimating crack length and width.

By integrating YOLOX's detection prowess with the 
convenience of image processing techniques, this paper 
proposes an automated framework for identifying and 
quantifying bridge concrete cracks. The process initiates 
with training YOLOX to detect bridge concrete cracks, 
followed by a comparative analysis with SSD and Faster 
R-CNN to attest to the superior performance of YOLOX. 
Subsequently, original crack images are detected by 
YOLOX, and cracks within the bounding boxes are 
cropped out to undergo binarization by Otsu's method. 
Then, the Zhang-Suen thinning algorithm is employed to 
extract the crack skeleton, and the Canny edge detection 
is utilized to delineate crack boundaries. The final phase 
involves devising a pixel accumulation-based computa-
tional approach for measuring crack length and width.

2 Methodology and materials
The conduct of this research and the overarching procedure 
are graphically summarized in the flowchart presented in 
Fig. 1. The process is divided into four distinct modules:

1. Image acquisition and dataset preparation: this ini-
tial module is devoted to collecting images and 

preparing the dataset, which forms the foundation 
for subsequent analyses.

2. Model training and evaluation: the second module 
is centered around the training, verification, and 
assessment of the deep learning models, encompass-
ing YOLOX, SSD, and Faster R-CNN. This stage is 
crucial for refining the models to ensure high accu-
racy and reliability in crack identification.

3. Crack identification and image processing: in the 
third module, the research advances with using 
YOLOX to detect cracks on bridge surfaces. Once 
identified, these cracks within the bounding boxes 
are cropped out to get crack images that contain 
much less background. These images are then pro-
cessed by Otsu's method for threshold segmentation 
to obtain the binary results of cracks. A thinning 
algorithm is used to extract the skeletal representa-
tion of the binary results of cracks. 

4. Crack quantification: the fourth and final module 
applies the processed images to quantify the cracks. 
This involves measuring and analyzing the cracks 
based on the extracted information, a procedure that 
will be elaborately discussed in Section 4 of this paper.

2.1 Deep learning models
2.1.1 Faster R-CNN
Faster R-CNN is an advanced object detection framework 
developed by Ren et al. [8] in 2016. It achieved a signif-
icant improvement over previous models by incorporat-
ing the innovative RPN, which is designed to efficiently 

Fig. 1 Overview of the research process
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generate high-quality candidate regions (proposals) for 
object detection. RPN operates in conjunction with the 
Fast R-CNN detection network, enabling the sharing of 
convolutional features between the RPN and the detection 
network. This facilitates efficient end-to-end training and 
feature utilization. To tackle the challenges of detecting 
objects at various scales, Faster R-CNN introduces a novel 
anchor mechanism. The model uses a set of predefined 
boxes of various sizes and ratios, known as anchors, as 
references for predicting the presence and location of 
objects. Furthermore, Faster R-CNN utilizes a Region of 
Interest (ROI) pooling layer to transform the irregularly 
shaped candidate regions into a feature map of a fixed size, 
which is suitable for processing by a fully connected net-
work. These fixed-size feature maps are essential for the 
subsequent tasks of object classification and bounding box 
regression. By integrating all of these components, Faster 
R-CNN achieves a balance between detection accuracy 
and speed, making it a powerful tool for object detection 
tasks. However, it has limitations. The framework requires 
significant computational power, and despite its advance-
ments, the detection speed still needs improvement for 
applications that require real-time performance.

2.1.2 SSD
Single Shot Multi-Box Detector (SSD) is an efficient one-
stage object detection model that cleverly combines the 
fast detection capability of YOLO with the impressive 
detection accuracy of Faster R-CNN. Similar to YOLO, 
SSD directly generates object categories and bounding 
box locations in a single forward pass, which significantly 
improves detection speed. Inspired by Faster R-CNN, SSD 
also utilizes a region-based approach. In SSD, each cell on 
every feature map predicts a set of predefined bounding 
box (known as default boxes) as well as the probabilities 
of objects in these boxes belonging to specific categories. 
This enhances the model's ability to adapt to scale varia-
tions. In terms of performance, SSD not only outperforms 
YOLO in speed but also rivals Faster R-CNN in accuracy. 
Due to its exceptional performance, SSD is widely used 
in various computer vision tasks, particularly excelling in 
real-time detection scenarios.

2.1.3 YOLOX
Introduced by Ge et al. [33] in 2021, YOLOX emerged 
as a cutting-edge detection model, setting a new bench-
mark in object detection. As an advancement over its pre-
decessors, YOLOv3, YOLOv4, and YOLOv5, YOLOX 

is distinguished by several key improvements. Foremost 
among these enhancements is the restructured detection 
head, which is adeptly partitioned into dual sectors for 
classification and regression. This partition streamlines the 
learning process and integrates seamlessly into the final 
prediction, yielding a synthesis of accuracy and efficiency. 
Moreover, the Mosaic data augmentation methodology 
is employed to substantially augment the diversity of the 
training dataset, amplifying the object detection capabilities 
of YOLOX. In addition, the innovative SimOTA dynamic 
label-matching strategy is a pivotal inclusion that intuitively 
matches positive samples with targets across a spectrum of 
sizes, thereby circumventing the need for laborious param-
eter optimization. The eschewal of conventional anchor 
boxes marks yet another stride in the YOLOX design, lead-
ing to a marked reduction in parameter complexity and an 
acceleration in the algorithm's processing cadence.

The tripartite constitution of the YOLOX model com-
prises the CSPDarknet backbone, tasked with initial fea-
ture extraction, followed by the FPN that bolsters feature 
discernment and concludes with the YOLO Head classifier 
regressor. This architecture, illustrated in Fig. 2, encapsu-
lates a sophisticated operational principle that ensures the 
celerity and preciseness of detection.

2.2 Otsu's method for image thresholding
Thresholding is a fundamental technique in image pro-
cessing aimed at partitioning an image into distinct regions 
by categorizing pixels according to their grayscale inten-
sities. Generally, concrete cracks manifest as an abrupt 
change in the gray level between two juxtaposed regions 
possessing variant gray levels [42]. Employing the mean of 
these regions as a baseline, an optimized threshold can be 
established. For this study, Otsu's method, a nonparamet-
ric and unsupervised method of automatic threshold selec-
tion [43], is adopted for image segmentation.

The core principle of Otsu's method is the selection 
of a threshold that maximizes the inter-class variance of 
the two segments, namely, the foreground and the back-
ground. This inter-class variance, denoted by ��

2  and cal-
culated by Eq. (1), is a measure of the squared difference 
between the weighted mean grayscale intensities of the 
foreground and the background that are distinguished by 
a given threshold t. The optimal threshold is the one that 
yields the highest variance value:

� � � � ��
2

0 1 0 1

2

� � � � � � � � � ��� ��t t t t ,  (1)
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where, ω0(t) represents the probability of the class of inten-
sities below or at the threshold t, and ω1(t) represents the 
probability of the class of intensities above the threshold t. 
μ0 , μ1 are the mean grayscale intensities of the two classes. 
The probabilities ω0(t) and ω1(t) are derived from the his-
togram's L bins (each bin corresponds to a distinct range 
of intensity values within the image) as Eq. (2) and (3).

�
0 0
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��  (2)
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2.3 Dataset
The dataset in this paper was constructed from two pub-
licly available image datasets obtained from GitHub and 
crack images of main beams and piers captured by drones. 
Specifically, the dataset consisted of 5742 RGB images, 
including 2223 images with crack and 3519 images of 
non-defective backgrounds. The images were captured 
under varying weather and lighting conditions, and flash-
lights were used to illuminate dim sections of the bridge 
that revealed imperfections. It is important to note that the 
original image has not undergone any processing opera-
tions except for manual cropping. Additionally, the con-
structed dataset included concrete surface conditions 
of various colors and textures to account for variations 
in the appearance, extent, and severity of defects under 

actual bridge conditions. Fig. 3 presents sample images 
from the proposed dataset.

3 Crack identification
The study presents a three-stage approach to identify 
bridge concrete cracks, which is essential for developing 
an accurate and reliable detection system. The Dataset 
Construction stage forms the foundation of this approach, 
involving the collection of a diverse set of images from 
publicly accessible datasets and high-resolution drone cap-
tures of bridges. This variety ensures a realistic portrayal 
of diverse conditions. Meticulous labeling follows, with 
each image being annotated to mark the presence of cracks, 
providing high-quality ground-truth data for the models to 
learn from. Subsequently, the dataset is divided into train-
ing and validation sets to facilitate the development of 
an effective deep learning model and ensure impartial eval-
uation. For every ten data, nine are allocated to the training 
set, while one is assigned to the validation set.

During the next phase, Model Training, the advanced 
object detection architecture YOLOX is deployed. To val-
idate its better performance in detecting bridge concrete 
cracks, YOLOX is compared to two state-of-the-art tar-
get detection models, namely, Faster R-CNN and SSD. 
The evaluation is grounded on standard evaluation met-
rics, including precision rate, recall rate, F1 score, and 
Average Precision (AP) value, ensuring a comprehensive 

Fig. 2 Principle of the YOLOX bridge crack detection model
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and multifaceted comparison. All models undergo rigor-
ous training on uniformly partitioned datasets, ensuring 
a fair and controlled training environment.

In the final stage, known as Model Verification, 
the trained model with the best overall performance 
undergoes thorough evaluation by testing on new datasets 
that were not included in the training data. This is done to 
assess its generalizability and robustness. Fig. 4 depicts 
a detailed and clear visual representation of the methodol-
ogy for detecting cracks in bridge concrete.

3.1 Algorithm selection and training strategies
The YOLOX model is available in six variants – from the 
smallest nano to the largest x – catering to a spectrum 
of computational and accuracy requirements. The larger 
variants, such as l and x, boast enhanced feature extraction 
capabilities at the cost of increased computational param-
eters. Conversely, the smaller models, including nano and 
tiny, are characterized by their reduced parameter count 
and expedited processing times, though potentially com-
promising accuracy. Considering the available hardware 
and software infrastructure, storage capacities, and the 
trade-off between model performance and resource uti-
lization, the YOLOX_s model is selected for this study. 
We employ the provided pre-training weight file in 
the training phase and train the YOLOX_s model with 
300 epochs for our constructed dataset since SGD requires 
more time to converge. The backbone feature extraction 
network remains frozen for the initial 50 epochs, allowing 
only fine-tuning of the parameters. This process helps to 
improve training efficiency. For the next 250 epochs, the 
backbone feature extraction network is unfrozen to train 
and update all the network parameters.

To verify the superiority of the YOLOX_s model used in 
this paper, we purposefully compare it with Faster R-CNN 
and SSD model. To ensure a rigorous and fair performance 
comparison, the object detection models YOLOX, SSD, 
and Faster R-CNN undergo identical training, validation, 
and testing procedures using a consistent dataset, platform, 
and training methodologies, as detailed in Table 1.

3.2 Evaluation metrics
A suite of standard evaluation metrics – Precision, Recall, 
and F1 score – are employed to assess the efficacy of var-
ious crack detection models. Precision and Recall are 
quantified as Eq. (4) and (5). High values of Precision and 
Recall are indicative of superior model detection capabili-
ties. However, Precision and Recall often exhibit an inverse 
relationship. An increase in Precision frequently coincides 
with a decrease in Recall and vice versa, as noted by [44]. 
To reconcile this trade-off and provide a more holistic 
measure of model performance, the F1 score is utilized, 
which is computed using Eq. (6). The F1 score harmonizes 
the balance between Precision and Recall, thereby serv-
ing as a singular measure of overall model effectiveness. 
It is imperative to clarify the terminology used: true pos-
itives (TP) refer to the count of crack samples accurately 
identified as cracks, while true negatives (TN) refer to the 
count of non-crack samples correctly recognized as back-
ground. Conversely, false positives (FP) refer to the count 

(a)

Fig. 3 Sample images of the constructed dataset; (a) bridge cracks; 
(b) non-defective backgrounds

(b)
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of non-crack samples erroneously labeled as cracks, and 
false negatives (FN) refer to the count of crack samples 
mistakenly classified as background, as defined by [45].

Precision
TP

TP FP
�

�
 (4)

Recall
TP

TP FN
�

�
 (5)

F score
Precision Recall

Precision Recall
1

2
�

� �
�

 (6)

AP serves as an additional metric for quantifying the 
performance of different crack identification models. It is 
determined by calculating the area under the precision-re-
call (PR) curve, which graphically delineates the trade-off 
between precision, depicted on the y-axis, and recall, shown 
on the x-axis. The PR curve is thus a plot that illustrates the 
relationship between precision and recall across different 
thresholds. A higher AP value signifies a model's enhanced 
ability to classify cracks accurately, reflecting a combina-
tion of both high Recall and high Precision across varying 
levels of classification threshold. This metric is particularly 
valuable as it encapsulates the model's performance across 
the entire spectrum of possible detection decisions.

3.3 Experimental results and analysis
In our comprehensive evaluation of object detection mod-
els, we juxtaposed YOLOX_s with two established mod-
els: SSD and Faster R-CNN. We compared the precision 
and recall for each model to gain insights into their detec-
tion capabilities. Furthermore, we plotted the PR curves, 
F1 score curves, and Loss function curves to visualize 
their performances.

Table 2 presents the precision and recall metrics for all 
three models. Notably, YOLOX_s outperformed its coun-
terparts in Precision, achieving a remarkable 95.38%, rep-
resenting a substantial improvement over SSD's 89.19% 
and Faster R-CNN's 60.57%. However, it is worth men-
tioning that while YOLOX_s's Recall stands at 87.63%, 

Fig. 4 The identification process of bridge concrete cracks

Table 1 Hardware/software environment and training strategies

Hardware

CPU Intel(R) Core (TM) i7-8700

RAM 16G

GPU NVIDIA GeForce GTX1060

Software

Os Windows10

CUDA 10.0

CUDNN 7.4.1

Python 3.6

Torch 1.2.0

Training 
strategy

Optimizer SGD

Freeze_Batch size 16

Unfreeze_Batch size 8

Ir_decay_type Cos

Init_Ir 1 × 10−2

Min_Ir 1 × 10−4

Weight_decay 5 × 10−4
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it is marginally outperformed by Faster R-CNN, suggest-
ing that the latter may be slightly more effective at reduc-
ing FN. Collectively, these results highlight the potential 
of YOLOX_s as an object detection model with high accu-
racy, albeit with a slight trade-off in Recall.

As delineated in Fig. 5, the PR curve for YOLOX_s 
outstrips that of SSD and Faster R-CNN, exemplifying 
YOLOX_s's superior performance in object detection 
tasks. The AP metric, as reflected by the area under the 
PR curve, further corroborates this finding. YOLOX_s 
boasts an AP value of 0.9177, surpassing SSD's 0.8809 and 

Faster R-CNN's 0.8657. Additionally, when the decision 
threshold for classifying detections is established at 0.5 
(a juncture that assigns equal importance to both Precision 
and Recall), YOLOX_s demonstrated the highest detec-
tion efficacy with an F1 score of 0.91. This score, a bal-
anced harmonic mean of Precision and Recall, reinforces 
the robustness of YOLOX_s as an object detection model, 
particularly in scenarios where an equitable trade-off 
between Precision and Recall is desirable.

The loss curves of the YOLOX_s, SSD, and Faster 
R-CNN model are shown in Fig. 6. As the number of train-
ing sessions increases, the loss values gradually reduce 
and remain almost unchanged within the last few periods. 
Notably, the YOLOX_s model demonstrates a significant 
reduction in training loss, decreasing from 0.0686 to 0.0171, 
and a corresponding decline in validation loss from 0.0714 
to 0.0318 by the conclusion of the 300th epoch. The loss 
curves suggest a stabilization in model learning post the 
270th epoch despite intermittent fluctuations, indicative of 
the model's robust learning capabilities and potential for 
convergence without succumbing to overfitting.

The loss curves of the YOLOX_s, SSD, and Faster 
R-CNN model are shown in Fig. 6. As the number of train-
ing sessions increase, the loss values gradually reduce 
and remain almost unchanged within the last few periods. 
Notably, the YOLOX_s model demonstrates a significant 
reduction in training loss, decreasing from 0.0686 to 0.0171, 
and a corresponding decline in validation loss from 0.0714 
to 0.0318 by the conclusion of the 300th epoch. The loss 
curves suggest a stabilization in model learning post the 
270th epoch despite intermittent fluctuations, indicative of 
the model's robust learning capabilities and potential for 
convergence without succumbing to overfitting.

In contrast, while SSD and Faster R-CNN exhibit sub-
stantial training loss reductions after the 150th epoch, 
the uptick in validation loss for these models implies 
a divergence between training and generalization perfor-
mance. This trend suggests an inclination towards over-
fitting, where the models may learn idiosyncrasies of the 
training data – such as noise irrelevant to crack features – 
rather than extracting generalizable patterns.

Through meticulous analysis of these training dynam-
ics, we infer that the YOLOX_s model converges effi-
ciently and generalizes better compared to SSD and 
Faster R-CNN. This indicates YOLOX's superior feature 
extraction capabilities, further cementing its position as 
the more adept model for crack detection tasks.

Table 2 Precision and recall of the three models

Model Precision Recall

YOLOX_s 95.38% 87.63%

SSD 89.19% 69.96%

Faster R-CNN 60.57% 90.11%

Fig. 5 The PR curve and F1 score curve of the three models; 
(a) PR curve; (b) F1 score curve

(a)

(b)
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3.4 Detection performance
Given the commendable overall performance of the trained 
YOLOX_s model compared to SSD and Faster R-CNN, this 

study proceeds to adopt YOLOX_s for subsequent crack 
identification. To further substantiate the model's capa-
bilities, we conducted preliminary detection tasks on the 
SDNET2018 dataset using the trained YOLOX_s model. 
As depicted in Fig. 7, the results offer empirical evidence 
of the model's robust generalization ability when applied to 
new datasets. Specifically, the trained YOLOX_s demon-
strated proficiency in accurately identifying cracks on the 
SDNET2018 dataset, discerning relevant features while 
successfully disregarding extraneous areas. Moreover, the 
model exhibited high positional accuracy, with detected 
crack locations closely aligning with the defects' actual 
positions, highlighting the model's practical utility.

4 Crack quantification
Accurate characterization of surface concrete crack geom-
etry is critical for evaluating the condition of bridges. 
Consequently, subsequent to the precise identification of 
bridge concrete cracks through a deep learning model, it is 
essential to develop corresponding quantitative method-
ologies that can measure the crack dimensions, particu-
larly the length and width of the cracks. Fig. 8 presents 
a comprehensive and systematic strategy for measur-
ing and analyzing bridge cracks. Initially, an advanced 
detection and identification process is implemented using 
the previously trained and validated YOLOX_s model. 
The bounding box coordinates provided by the YOLOX_s 
model are used as a reference for subsequent image crop-
ping, highlighting the crack zones for further examina-
tion. Following segmentation, Otsu's method is applied to 

Fig. 6 Loss curves of the three models: (a) YOLOX; (b) SSD; 
(c) Faster R-CNN

(a)

(b)

(c)

Fig. 7 Samples results of the crack identification for SDNET2018
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perform thresholding, which adeptly transforms the tar-
geted images into binary form. Subsequently, the Zhang-
Suen thinning algorithm is used to extract the crack skele-
ton, while the Canny edge detection algorithm is employed 
for crack edge extraction. Finally, the measurements of the 
cracks are determined by carefully counting the number 
of pixels corresponding to the crack features and multi-
plying by the known pixel cell width. This process pro-
duces the measured values, which are then compared to 
the actual dimensions of the cracks to assess the accuracy 
of the quantification method through error analysis.

4.1 Crack extraction
4.1.1 Bounding box cropping
After identifying cracks using YOLOX_s, the model uses 
bounding boxes to accurately pinpoint the locations of the 
detected cracks. Based on the coordinates of the bounding 
boxes, the images within the bounding boxes are cropped 
out. This step significantly reduces the presence of unnec-
essary background elements in the crack image, thereby 
reducing the computational requirements of subsequent 
processing stages. Critically, in scenarios where multiple 
cracks are present within a single image, this approach 
enables the individual isolation of each crack. Isolating 
the cracks is crucial for reducing the risk of dimensional 
quantification errors caused by the interactive effects of 
adjacent cracks, thus improving the overall accuracy of 
the quantification process.

4.1.2 Thresholding
Otsu's thresholding method is used to accurately separate 
cracks from their background, aiming to achieve com-
prehensive crack characterization. Fig. 9 displays a selec-
tion of sample results that enable a comparative analy-
sis between the actual ground truth and the outcomes 
obtained using Otsu's method. It is evident that the binary 
crack images obtained using Otsu's method are com-
plete, precise, and accurately reflect the actual state of the 
cracks. This indicates that Otsu's method delivers excep-
tional performance in crack segmentation, demonstrating 
significant adaptability and robustness.

4.1.3 Skeleton extraction
The thinning algorithm is a well-established technique 
that can be used to extract the skeletons of cracks by 

Fig. 8 The quantification framework for cracks

Fig. 9 Sample results of thresholding: (a) crop results; (b) ground truth; 
(c) Otsu's method

(a) (b) (c)
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reducing cracks into single-pixel lines. After binarizing 
crack images using Otsu's method, the Zhang-Suen thin-
ning algorithm is applied to extract the skeletal represen-
tations of the cracks.

To evaluate the validity and precision of the Zhang-
Suen thinning algorithm, a congruence analysis is con-
ducted to compare the skeleton extracted by the algorithm 
with the original crack depiction. Fig. 10 illustrates the 
results, showing the original crack and its binary result, 
the skeleton obtained through the Zhang-Suen thin-
ning algorithm, and the fit of the skeleton to the original 
crack. The results reveal a high degree of correspondence 
between the extracted skeleton and the median line of the 
original crack, effectively preserving the crack's complete 
topological structure. These observations confirm that the 
Zhang-Suen algorithm is suitable for the precise extraction 
of bridge crack skeletons.

4.2 Crack quantification
Building upon the successfully extracted crack skele-
ton, this study introduces an automated crack quantifica-
tion method that accurately measures both the length and 
width of cracks.

4.2.1 Length of crack
The total length of a crack is ascertained by summing 
the micro-crack lengths between two adjacent pixel cells 

along the crack skeleton. As demonstrated in Fig. 11, three 
distinct distribution patterns exist among two adjacent 
pixel cells, characterized by the angle formed between the 
line connecting their center points and the horizontal line. 
These angles are 0°, 45°, and 90°, respectively. When the 
angle is 0° or 90°, the corresponding micro-crack length 
measures 1 pixel. When the angle is 45°, the length of 
this micro-crack measures 2  pixels. Fig. 11 illustrates 
a schematic that clarifies the spatial relationship between 
two adjacent pixel cells and the corresponding methodol-
ogy for computing the micro-crack length. When tallying 
the crack length, each pixel cell on the skeleton is com-
pared against its preceding cell, counting the occurrences 
of 0° (or 90°) and 45° angles. The aggregate crack length 
is derived using Eq. (7):

L n n d� �� �
1 2

2 ,  (7)

where n1 is the count of pixel cells forming 0° (or 90°) 
angles with the preceding cell, n2 is the count of pixel cells 
at 45° angles with the preceding cell, and d represents the 
actual width of each pixel cell.

4.2.2 Width of crack
Accurate identification of crack edges constitutes a piv-
otal step in precisely measuring crack width. This study 
employs the Canny edge detection algorithm to delineate 
these boundaries effectively. A critical aspect of crack 
width computation involves pinpointing the tangent direc-
tion at the measurement point along the crack skeleton, 
which can be intricate. To address this, we introduce the 
notion of local tangent direction to describe the direction 
in which the crack width is measured.

The local tangent direction is established by consid-
ering the measurement point and the two adjacent pixel 
cells within its eight-neighborhood. We categorized the 
local tangent direction into eight distinct cases, as demon-
strated in Fig. 12. These cases are differentiated by the 
angles formed between a line connecting the centers of 
the two adjacent pixel cells and the horizontal axis, with 
the specific angles being 0°, 26.6°, 45°, 63.4°, 90°, 116.6°, 
135°, and 153.4°. Once the local tangent direction is ascer-
tained, a perpendicular bisector to the tangent line is 
drawn through the center of the width measurement point. 
This bisector intersects the identified crack edges at two 
points, denoted as P and Q. The width of the crack at this 
juncture is determined by the distance between points P 
and Q, which can be calculated as follows in Eq. (8):

Fig. 10 A congruence analysis between the extracted skeleton and 
the original crack (a) original crack image (b) binary image (c) crack 
central skeleton (d) the result of the congruence analysis between the 

extracted skeleton and the original crack

(a) (b) (c) (d)
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W x x y yP Q P Q P Q,
,� � � �� � � �� �2 2  (8)

where (xP , yP ) is the coordinate of P, (xQ , yQ ) is the coor-
dinate of Q.

4.3 Error analysis
The dataset employed for error analysis is compiled using 
authentic images of structural cracks. It encompasses 
15 high-resolution photographs, which were taken with 
a SONY camera mounted on a tripod to secure a perpen-
dicular angle to the photographed surface, thereby miti-
gating angular distortions. To aid in the accurate measure-
ment of the cracks, a ruler was included in each image 
as a scale reference, assisting with the calibration of pixel 
dimensions to actual lengths. The specifics of the calibra-
tion procedure are depicted in Fig. 13. The calibration tar-
get is a square with sides measuring 15 mm, represented 

on a 240 × 240 pixels grid. Consequently, this translates to 
each pixel representing a real-world length of 0.0625 mm.

To validate the validity and precision of the proposed 
method for calculating crack dimensions, the relative and 

Fig. 11 Illustration of the distributions of two adjacent pixel cells and crack length calculation; the distribution of two adjacent pixel cells at an angle 
of: (a) 0°; (b) 45°; (c) 90°, respectively; (d) micro-crack length accumulation and cracklength calculation

Fig. 12 Illustration of the 8 cases of the local tangent direction and crack width calculation; the distribution of a measurement point and its two 
adjacent pixel cells at an angle of: (a) 0°; (b) 26.6°; (c) 45°; (d) 63.4°; (e) 90°; (f) 116.6°; (g) 135°; (h) 153.4°, respecively; (i) crack width calculation 

at a measurement point

Target

Fig. 13 Target calibration
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absolute errors between the measured and actual values are 
calculated and analyzed. The relative error offers insights 
into the accuracy of the measured value in relation to the 
actual value, while the absolute error provides a direct 
measure of the deviation from the actual measurements.

Table 3 presents the quantified measurements of crack 
length across various images, and Table 4 details the cal-
culated measurements for the maximum crack width 
obtained from various images. The data suggests that the 
maximum absolute error for crack length measurements 

is limited to 1.8 mm when compared to the actual val-
ues. Furthermore, the relative error is kept below 5.3%, 
with the mean relative error being 3.400%. Furthermore, 
the relative error is kept below 5.3%, with the mean rel-
ative error being 3.400%. This indicates a high level of 
detection  precision for determining crack length, achiev-
ing an accuracy rate of 96.600%. In the measurement of 
the maximum crack width, the maximum absolute error 
recorded is 0.04 mm, with the maximum relative error 
reaching 9.76%, and the data reveals an average relative 

Table 3 The measured results of crack length

Crack number
Number of pixel cells

Real value (mm) Measured value (mm) Absolute error (mm) Relative error (%)
0° (90°) 45°

1 136 124 20.4 19.5 0.9 4.2

2 343 76 27.1 28.3 −1.2 4.2

3 331 169 34.5 35.8 −1.3 3.6

4 326 180 35.6 36.4 −0.8 2.2

5 333 178 38.5 36.7 1.8 4.9

6 388 142 38.7 37.0 1.7 4.6

7 418 113 34.9 36.3 −1.4 3.9

8 396 119 34.9 35.4 −0.5 1.4

9 347 151 34.1 35.2 −1.1 3.1

10 336 182 36.9 37.2 −0.3 0.9

11 243 127 27.9 26.5 1.4 5.3

12 338 173 35.8 36.7 −0.9 2.5

13 340 170 35.4 36.6 −1.2 3.3

14 382 116 35.2 34.4 0.8 2.3

15 359 183 37.1 38.9 −1.8 4.6

Average error 1.140 3.400

Table 4 The measured results of the maximum crack width

Crack number Local tangent direction Real value (mm) Measured value (mm) Absolute error (mm) Relative error (%)

1 26.6° 0.63 0.60 −0.03 4.76

2 26.6° 0.45 0.48 0.03 6.67

3 45° 0.38 0.36 −0.02 5.26

4 26.6° 0.55 0.54 −0.01 1.82

5 45° 0.41 0.45 0.04 9.76

6 0° 0.74 0.76 0.02 2.70

7 153.4° 0.73 0.72 −0.01 1.37

8 0° 0.60 0.63 0.03 5.00

9 0° 0.54 0.57 0.03 5.56

10 116.6° 1.18 1.21 0.03 2.54

11 135° 0.64 0.60 0.04 6.25

12 45° 0.35 0.36 0.01 2.86

13 153.4° 0.58 0.60 0.02 3.45

14 26.6° 0.72 0.70 −0.02 2.78

15 63.4° 0.77 0.78 0.01 1.30

Average error 0.023 4.139
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error of 4.139%. In other words, the overall detection 
accuracy for the maximum crack width is calculated to be 
95.86%, which falls within the acceptable range for preci-
sion, affirming the method's suitability for practical engi-
neering applications where precision is critical.

A more intuitional examination of the method's quan-
titative capabilities has been conducted. Fig. 14 provides 
a comparative visualization of the actual versus measured 
values for crack lengths. Similarly, Fig. 15 maps out the 
relationship between the actual and measured values for 
the maximum crack widths. Inspection of Figs. 14 and 15 
reveals a noteworthy degree of accuracy in the measure-
ments yielded by the proposed quantification technique, 
as evidenced by the proximity of these values to the actual 
observed statistics.

5 Conclusions
Combining the benefits of deep learning and image process-
ing techniques, this paper introduces an automated frame-
work for identifying and quantifying bridge concrete cracks. 
Three deep learning models, Faster R-CNN, SSD, and 
YOLOX_s, are trained on a dataset consisting of 5742 RGB 
images. A comprehensive comparative analysis demonstrates 
that YOLOX_s outperforms its counterparts in terms of reli-
ability and accuracy. Therefore, YOLOX_s is chosen as 
the superior model for bridge concrete crack identification. 
For crack quantification, the detection results of YOLOX_s 
are used to crop out cracks within the bounding box, which 
then undergo a thresholding process using Otsu's method. 
Upon successful threshold segmentation, we employ the 
Zhang-Suen thinning algorithm and the Canny edge detec-
tion algorithm to extract the skeleton and outlines of cracks. 
Subsequently, we develop a method to calculate the geomet-
ric properties of these cracks, with a focus on their lengths 
and widths. An error analysis is conducted to compare the 
measured and actual values. Based on the experimental find-
ings, the conclusions can be summarized as follows: 

1. YOLOX, coupled with image processing techniques, 
can offer a valuable tool for crack identification, 
extraction, and quantification. 

2. Comprehensive evaluations confirm that YOLOX_s 
outperforms SSD and Faster R-CNN in identify-
ing bridge concrete cracks, achieving a Precision of 
95.38%, a Recall of 87.63%, and an AP of 0.9177.

3. The automatic crack quantification method based 
on image processing techniques is simple and effi-
cient, which yields high-precision measurements. 
The assessment of crack length shows a maximum 
relative error of only 5.3% with an average relative 
error of 3.4%. When it comes to the maximum crack 
width measurements, the relative error remains below 
9.76%, with an average relative error of 4.139%.

4. With UAVs to capture high-quality images for train-
ing the YOLOX model, YOLOX will achieve better 
performance of bridge concrete crack identification. 
Furthermore, the complete and accurate extraction 
of crack information is critical to ensure the accurate 
quantification of cracks. By employing more advanced 
threshold segmentation methods, the accuracy of quan-
tification can be further enhanced. It is believed that 
with further development, the developed method can 
provide an automated platform for inspecting bridges.

Fig. 14 Comparison of actual and measured values of crack length

Fig. 15 Comparison of actual and measured values of the maximum 
crack width
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