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Abstract 

A new method based on cluster 2cnalysis was applied to failure recognition of a distillation 
process. Two coupled indicator functions were introduced for identifying malfunction 
transients. Different distance definitions were analysed and the Wards method was found 
the most effective one in this case. 
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Introduction 

To ensure safety operations in chemical and nuclear technologies, early 
recognition and diagnostic of unexpected fast transients and malfunctions 
are required. Many different methods have been developed to solve this 
problem: heuristic rules for operators in emergency situations, automatic 
alarm systems, algorithms employing Kalman filters, Pontrjagin maximum 
principle known from optimal control theory, noise diagnostic and the nowa­
days fashionable on-line expert systems were recommended, [HIMMELBLAU 
(1978), MAZETIS (1984)]. 

The idea of the proposed method presented in this paper is based on 
the cluster analysis. The clustering algorithm using hierarchical procedure 
is employed to classify unknown transients. The dendrogram, as a result 
of the classification, shows clearly which specified malfunction transient is 
in the same class with the transient to be identified on line. 

In this way we have a precise information about the type of malfunc­
tion event. 

Formulation of the Problem 

Let us consider a nonlinear multivariable dynamic system with I mea­
surable variables. The trajectories of K different malfunctions, Xik(t) are 
known and stored in a databank for i := 1,2, ... , I and k = 1,2, ... , K. 
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o At nM T=NAt 

Fig. 1. Illustration of the notations 

The following notations are used for these trajectories, see Fig. 1, 
where 

fit - time step size for measurement 
T - total observation time 
N - total number of the points of measurement during observation 
n - number of the measurement up to the time t $ T, n = 1 ... N 

The problem is to identify the on-line measured, unknown transient, i = 
1,2 ... 1 on the basis of the earlier specified and stored malfuction trajecto­
ries. "We suppose that the malfunction event occurred at t = O. 

This application procedure can be carried out in three steps. 

Preparation of the Data 

The first step is the preparation of the data being at our disposal. The 
so-called data matrix can be constructed on the basis of the stored and the 
on-line measured data of dimension (K + l)*(n* I).This data matrix can be 
expressed by a vector of dimension (K + 1). Each element of this vector is 
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a row vector of dimension n* I. 

xiCt) 
xzCt) 

X(t) = xk(t) 

XK(t) 
x:D(t) 
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(1) 

where - the tramspof,ed of the event vector of the k-th event - is the 
k-th row of the dat;:'t ma,tn:iC, n,3,m,ely: 

XH:(n~t) 
x2k(n~t) 

(2) 

and the last row represents the on-line measured, unknown transient, x:D(t). 
The distance matrix can be computed from the data matrix: 

X(t) = 

x11 (.6.t) X21 (.6.t) x Il (.6.t) x11 (n.6.t) X21 (n.6.t) xIl (n.6.t) 
X12(.6.t) X22(.6.t) XI2(.6.t) x12(n.6.t) X22( n.6.t) xI2(n.6.t) 

X1/,; ( .6.t) X2k(.6.t) xn(.6.t) X1/,; ( n.6.t) x2k(nAt) xn(n.6.t) 

XIK(.6.t) X2K(.6.t) XIK(.6.t) xIK(n.6.t) X2K( n.6.t) xIK(n.6.t) 
XID(.6.t) X2D(.6.t) XID(.6.t) xID(n.6.t) x2V(n.6.t) xID(n.6.t) 

(3) 

dl,l dl,K dl,D 

D(t) = dr,s (4) 

dK,l dK,K dK,D 

dD,l dD,K dD,D 
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where dr,s is the distance between the vectors Xr(t) and xs(t) represented 
by two different rows in X(t). 

Here, the Mahalanobis-type distance is employed: 
(ANDERBERG, 1973) 

where S is the covariance matrix of dimension p = n * I 

where Qi and Qj are the i-th and j-th elements of the vector 

Q =Xr -Xs 

and 

Classification Procedure 

(5) 

(6) 

(7) 

{8) 

In order to identify the unknown transient, we consider the earlier stored 
transients together with the unknown one, and carry out the hierarchi­
cal classification on this set of vectors. The dendrogram as the result of 
this procedure represents the hierarchical structure of the classes. Now 
the unknown transient can be assigned to the malfunction event which is 
belonging to that of the stored transient being in the same class whith it. 

The main steps of the clustering algorithm are the fonowing; 
Let us find the minimal value of the distance matrix na,m~"ly for 
the of vec"Cor; 

da,b = min(dr,s); (9) 

Link these two elements into one (a, b) element; 
Compute the distance matrix on the basis of the new elements; 
If the number of the linkages are less than K, go back to the first 
step. 

To compute the new elements of the distance matrix the following recursive 
formula can be used (HENVIRON et al., 1988): 

(10) 
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Table 1 
Constants of the recursive formula (10) in the case of different clustering methods 

(m = me. +mb) 

Method 

a. Single linkage 

b. Complete linkage 

c. Average linkage 
(weighted) 

d. Average linkage 

(unweighted) 

e. Median 

f. Cent:wid linkage 

g. Wards method 

h. Flexible strategy 
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Fig. 2. Hierarchical structure of the classes demonstrated by a. dendrogram 

The constants for different clustering methods can be seen in Table 1. 
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Generally, elements a, band 1" can result from earlier linkage of other 
single elements, therefore, let us consider ma, mb and mr, the numbers of 
these single elements. 
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Fig. 3. Conditions can be separated 

o c A B 

4. Conditions are not separable 

The level of the linkages, the distances among single elements being 
in the same class as well as the hierarchical structure of the classes can be 
demonstrated by the dendrogram, see Fig. 2. 

This dendrogram illustrates that at level d = 10 elements (1, 2, 3) are 
in the same class, while at level d = 30 elements (1, 2, 3, 4, 5, 6, 7) belong 
to the same class. 
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Fig. 5. The indicator functions in the case of a successful recognition 

Identification of the Transient 

Transient A can be assigned to a malfunction event if the following condi­
tions for the transient B belonging to this malfunction are true: 

d.4.,B =min d.4.,j i = l ... K Cll) 
1 si ~ K 

and 

h,12 = l ... K, (12) 

It can happen that the two conditions are not satisfied at the same time, 
see Fig. 3. 

On the other hand, when these two conditions cannot be separated, 
both of them are true, see Fig. 4. 

Conditions (11) and (12) also can be expressed in the form of dimen­
sionless variables, namely 

"l(T) < 1 (first condition) (13) 

and 
~(T) > 1 (second condition), (14) 
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where 

and 
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( )~ min dA,B(t) 
71 t - . d . (t) , 

J A,] 

~(t)= min dI1 .l2(t) 
h # l2 dA,B(t) ' 

j = l ... K 

l},12 = 1 ... K. 

Let us consider 7l(t) and ~(t) as indicator functions. 

Table 2 
Possible events and measured variables 

(see also Fig. 6) 

Malfunction Events 

1. Malfunction of temperature controller 
2. Plate plugging 
3. Malfunction of reboiler 

Measured variables 

1. Distillate temperature 
2. Bottom temperature 
3. Distillate rate 
4. Bottom rate 
5. Temperature of feeding plate 

(15) 

(16) 

Fig. 5 shows how the values of these functions change in time during 
the recognition procedure. This figure represents a successful identification 
process. 

In the following, the application of the method to continuous distillation 
process is presented. The scheme of the distillation column can be seen 
in Fig. 6. The dynamic model used for simulation of malfunction was 
adopted from the literature (ROBINSON, 1975». The malfunction events 
and the measured variables are in Table 2. 

The malfunction of the temperature controller was simulated by in­
creasing instantly its setpoint by 10 cC. 

Plate plugging was imitated by decreasing the liquid downfiow rate 
of the 4-th (feeding) plate from 1 kmol/h to 0.1 kmol/h, and the malfunc­
tion of the reboiler was taken into consideration by decreasing its vapor 
production by 50 per cent. 
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5 

Fig. 6. The scheme of the distillation column 

As illustration of the simulation, the change of distillate rate in time 
caused by the three different malfunction events can be seen in Fig. 7. 
Similar transients are available for the other four variables. 

They were computed by numerical simulation. In our case I = 5 and 
K = 3. The observation time is T = 0.08 hour and the total number of 
observation is N =20. 

In real cases, the measured transients deviate from the ideal (simu­
lated) ones because of modelling error, measurement noise and other un­
known effects and changes. 

Fig. 8 shows the result of the recognition procedure in the case of 1 % 
noise level. To carry out the classification, the average linkage (weighted) 
method was used. It can be seen according to the indicator functions that 
the procedure worked successfully. 
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Fig. 7. Distillate rate in the case of different events 
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Fig. 8. Event recognition (noise 1%). Malfunction of temperature controller 
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9. Event recognition. Malfunction of temperature controller in the case of different 
noise levels 
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Fig. 10. Event recognition (noise 3%) in the case of different malfunctions 

In Fig. 9 one can see the effect of the increasing noise level. In the 
case of higher noise level the efficiency of the procedure is deteriorated, the 
separation of e(t) and TJ(t) is not so characteristic. 
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Different methods (see Table 1.) 
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Fig. 11. Results of different strategies. Values of the indicator function at t = T 

The next figure shows the effectivity of the recognition procedure in 
the case of different malfunction events. The two conditions are demon­
strated in Fig. 10. 

According to Fig. 11, where the values of the indicator function valves 
can be seen at the end of the observation time t = T, the most efficient 
classification method is the Wards method (~(t) - 7J(t) difference is the 
greatest). 

A nevv method based on cluster analysis for event recogmtlon in dynam­
ical systems was proposed. Two coupled conditions represented by two 
indicator functions were introduced and employed to indicate malfunction 
events. 

As illustration a continuous distillation process was analysed. 
Different distance definitions were studied and the Wards method 

proved to be the best with parameter 0.5 < Cl < l. 
Numerical results show that measurement noise can deteriorate the 

effectivity of the recognition significantly. 
The method has two important advantages: 
it can be applied even in the case of more events than measured state 
variables; 
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malfunction can be detected progressively even earlier than t = T, 
which is important in the case of on-line application. 
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