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Abstract

Several measures for dependence of two random variables are investigated in the case of
given marginals and assuming positively quadrant dependence. Beyond known guanti-
ties (Spearman, Pearson correlation coefficient, etc.) new measures are introduced here
and compared with the others. Approximate values of P.Q.D. bivariate distributions are
calculated. A practical application in the hydrology of flood peaks is included.

Keywords: positively quadrant dependence, bivariate disiributions, approximate values.

> Nonparametric Measures of Association
se of a Positively Quadrant Depe nd nce
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There are very many possibilities to construct measures of association and
a lot of them have been proposed. Among the most familiar measures we
mention the following nonparametric ones:

[ [ (H - FG)dxdy
r= = (correlation coefficient Pearson}) (1.1)
0109
oo} x
c¢ oo [ [(H - FG)fgdrdy
g=12/ (H - FG)fydredy = x_;: =
o —oc [ [ min(F.G) — FG]fydxdy
-0 —0C
(Spearman) (1.2)
oo oC
oo e ) [ [ (Hh— FGfg)dxdy
T=4/ /ledzdy—l:g L
“x - [ [ [min(F,G) - FG]fgdrdy
—o0 —o0

(Kendall) (1.3)
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g:8

o
f (H — FG)*fgdzdy

@ =90 / /(H—-FG)Qfgdzd-y—- —
o0 —o0 A f f [min(F,G) —~ FG)? fgdzdy
(Héefiding) (1.4)
v =i (Blum—Kiefer-Rosenblatt) (1.5)
H(zy,31) - F(21)G(;)
=4H(31,7.)~ 1= 2 "2 2 2
g (&1 91) min[F(z,)G(y1)] - F(21)G(yy)
" (Blomgqvist) (1.6)
K =4dsup|H(z,y) — F(z)G(y)| (Schweizer-Wolff) (1.7)
{(z.y)

It is not difficult to construct other measures. For the case of a positively
quadrant dependence beyond (1.1)-(1.7.) we propose the following further
measures:

~

[ [ (H - FG)dedy

A= = (1.10)

T f [min(F, G) — FGldaedy

—_—C — 0

where r; 1s the correlation coefficient if the joint distribution of X and Y
is H(z,y) = min(F(z), G(y)). For differeut H the values of the mentioned
measures depend on H in a fairly simple way. Some relations among them
are contained in the following proposition.
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AT > -353 (1.11) > ;% (1.15)
A > (1.12) p > 0.6250° (1.16)
90
plv<y=. (1.13) Y2 50 (1.17)
A > w (1.14) AT > 0.6250° (1.18)
PROOF:

(1.11) follows from the fact that min(F,G) - FG = % namely

in case F <G, min(F,G)~—FG:F(1-—G)gF(l-—F)g—i—
1
incase F>G, min(F,G)-FG=G1-F)<G(1-G)<+
H - FG 0
dy >4 ly = >
/ ,/mm(r G~ FG' fodady 2 / f )1 gdzdy 3
— -0
(1.12) follows from the fact that ro = —— f f [min(F,G) — FGldedy <

1 (1.13) is a consequence of the inequality of Schwazz Namely

o~
e}

f / FG)min(F.G) — FG]fgdedy <

1o

< L/ /(H—— FG)2fgd:vdy} {/ [min(F, G) -—FG]zfgda;dy

o¢ —oc

8 \\.8

hence \/_

1 _
e 1. e. < — A
\/_ \/§0 me VEVEET

o"'

further

5% /H FG)[min(F,G) — FG]fgdady >

o> XD

> / /(H— FG)*fgdady = 5%‘

-0 -0
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(1.14) follows from the fact that if F < G, then 1 - F >1-G, i e

JE1-6) < /G -F
F(1-G) <\/F(1- F)G(1-G)

andif F > @G
<\/F(1-— G(l-G)
consequently
) H - FG
. _ dzdy >
) / / oo fgdidJ+ / / Gy edrdy >
FLG FLG F>G F>G
T 7 H~ FG
> drdy = w.
= / | TFaoreaca v

_—ol 00

To see (1.13) we have to compare

" j/ / drdy — 4 / / fodaedy

—oC — 20 -0 -0

and o
S T
= =4 | Higdydy — 4 / | FGfgdxdy.
3 VA A BVt
For H > G, the relation

,[ >
/ /Hfgdrdy: / j’FG/ui;vaygj /-;/’I(I'L'a’y

is valid and it follows that
7 < -

C»Jlfb

(1.16) is a consequence of Schwarz inequality according to which

{7 T(H—FG)fgdlfdy //B FG)* fgdedy - / /1jJ(]LdJ

—_ OO -3 = 3\,
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and )
2\~ 2
e
(&) <&
hence 90
] 22,2 = 25 2
uw > 1449 0.625¢

and
BN

oximate Values of 2 mensional cdf H
ase of Positively Q@aé?am Je@e”zﬁeﬂ@@
" and 17, and

the joint cdf of the pair of random variables X
e suppose that

Let H
ginal cdf-s F and G, respectively. We

H > FG.

let the

Y < y under the

We shall compare the probability of any quadrant X < z
with the corresponding probability under the distribution

distribution H with ¢
H = Amin(F,G) + (1 — M) FG for suitably chosen value of A
First of all, we shall determine the value of X, for which relation

/ / (H\ fjdldy = min (2.1)
—oc =50
holds.
As Hy— H = (H) - FG) - (H — FG) the minimum problem can be

written in the following form:

/ / (Hx - FG) - (H - FG)|*fgdady = (2.2)

©(A)

- .
=2 / min( FG]Qfgdmdy——

\\,

-2 / / [(min(F,G) — FG|H - FG)fgdxdy+

-0 —0C
oo o

+ / /(H - FG)Qfgd:vdy = min.

-0 - 00
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Due to {1.4) and (1.8) the equation (2.2) has the following form:

. A 2aw i
s(A) = o~ B 2.
»(N =550 * o0 (2:3)
The function ¢(A) takes its minimum if
) 2X - 2v . :
w (A) 50 0, LeifA=vw (2.4)
Then ) )
vi =24+ p—v -
(1) = = 2.
o(v) 90 90 (2.3)
By (1.13)
vo < u<vy
Therefore )
. v—v 1
@ < — 22 (.0027. 2.
2(v) < 90 < 360 0.0027 (2.6)

It follows from (2.5) that the smaller the difference between p and v2, the
better the approximation of H by Hy is, If H = H), then p = Ay =
ie. p(y) = 0.

Result (2.6) can be improved, the upper bound can be decreased.
Using (1.13) put

v=o/p+(l-ajp. 0<a= — <1
NI
Then
v = a4 20l - e+ (- o)t >
> a’)u + 2a(1 - Q)[lz + {1~ (1)2’1[. =a"u+(1- 02);1
Thus
A? r: 2 :- y p
p=vt<p=otu— (1=t = (1-a?)(u—pd).
Hence

2 2
[ 1 —a
90 — 360

As an example consider the distribution function

2r) < (1-a?)

H=FG+3F(1-F)G1l-G)
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introduced by D. MORGENSTERN (1956). This is a positively quadrant
dependent if 0 < 3 < 1. :
An easy calculation shows that
v=113 033 : i
= -3~ U900, L= =
56’ Fom=g VR

One can easily see that

REMARK 1

As Hy — = /\[mm — FG] we can say that H) keeps the

nggortxoz ’zet\\een vin( F, C) and FG’.
Let us now introduce the following functions of the random variables
X and ¥
U(XY) = min[F(X),GY)] - H(X.Y)
V(X,\Y)= H(X.Y) - F(XO)GY):; (2.8)
Z(X.Y)=min[F(X),GY)] - F(X)G(Y)
It H=H, (0<A<L1)then
Tr s r 1 - )\ : & 3
h=(1-=-XNZ, Vi=2AZ and U= 3 V. (2.9)

i. e. between the random variables Uy, V) and Z) thereis a linear functional
relationship. It follows that the correlation coefficients between the pairs
(U, Z), (V. Z), (Uy. Vy) all are equal to 1.

U Z) = r(V0. Z) = »(Ux. 1) = 1. (2.10)

REMARK 2

In practical problems the two-dimensional cdf. H is usually unknown,
but in many cases we may suppose that its marginal cdf-s F aud G are
known. If we have a sample (X1.¥7).(X2.¥9),... (X, Y,) we have the
cmpirical two-dimensional edf. Hn(z,y) and by means of F and G, we
have a sample for U, V' and Z:

UY = min[F(X)). G(Y7)] = Hu( X1, Y5).
V= By (X1 - F(X)G(YY)

and

ZW = min F(X;)G(Y;) = F(X)G(Y).  (i=1.2.....1)
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Table 1
Year X{cm) Y(day) Year X{cm) Y(day)
1901 29 5 1941 204 68
1902 14 3 1942 38 7
1907 108 42 51 11
1912 72 1g 60 14
34 10
1914 128 22 1944 4 3
1915 110 35 1952 2 5
1916 73 13 1956 39 10
37 7
1919 266 49 1958 66 25
1920 16 2 1962 170 33
1922 124 36 1964 114 19
1924 220 51 1963 198 15
1932 273 42 1967 134 41
1937 53 11 1970 309 91
1940 197 38
40 8
28 5

From this sample we can estimate the correlation coefficients in (5.10) and
if their values are close to 1 then we may expect, that the approximation
of H by H) ‘good’ or even we may accept that the null Hy: H = H) holds.

Let us consider the following example taken from the 1 md hydrology.
EXAMPLE

For the River Tisza in the period 1900-1970 in the second guarter
every year (1 Apr.— 30 June) above the level ¢ = 650 cwe the follo wing
focd peaks were observed.

Testing the goodness of fit shows that excedance
cdf : Flz)=1— 6"0'0“ and the duratioun of oods ¥ have the

- -
i the x A

edf - Glyy=1— ¢ 000,
For the joint bivariate distribution of the pair (X, Y) the sample was ob-
tained from Table 1.
The value of the correlation coefficient between V= H,, — FGE and
Z = min(F,G) — FG is (V. Z) = 0.9 so we may accept the validity of
hypothesis Hyg:

H=H,=vmin[l - R (?—()‘()5”]-}. .
—0.01z ~0.05y (2.11)
+{1-v)(l-c¢c )1—e

).
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Now the estimated value of v is needed. For the cdf H, the value of v
agrees with the value of ¢ = 4H, — 1. The estimation of the value of ¢ is
very easy from the sample

N 14 3 0.8
=d--— 1=
: 31
For comparison of the value of H, and the empirical cdf H, let us consider
these values in the quartile-points (& 1 y_) z . y ). (:v;. 3 ):
Table 2
H., Ha (Hy, — Hy)?
(T, ¥1) 0.2125 0.1935 0.000434
(r1. z'l) 0.225 0.1933 0.000992
(Fa.9.) G.225 D.1935 0.000992
(i‘%, Q%) 0.2376 0.1935 0.601945
(&1, 1) 0.2376  0.1935 0.001945
(f3.91) 0450 0.4516 0.000000
(#1. 7a) 0.475 0.4838 0.00007
(;1'.'%, 7a) G.475 0.483% 0.00007
(Za.d2) 0.712 0.680 0.00102

Hence the mean-quadratical derivation between H, and H, is

9
2 (H
S / / H, — H) fgdzdy = 0.00074
In our example above the sample size (n = 31) is not large eunough for

carrying out a test exactly, but the high value of r along with the tabulation
Lieuristically suggests the validity of our inference.

3. A Quadratic Mean Deviation between Two Positively
Quadrant Dependent Distribution Function

Denote by M, the set of all bivariate distribution functions H whose
marginals are F and G. H > FG.
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THEOREM If H1 € Mrc and Hy € Mps then for the quadratic mean devia-
tion of Hy and Hy we have the following inequality:

11+ g~ 27172
90

(o]
Hip2 — 2vi1y
- Hy) 2dFdG < -
/ 1) ak 90
—_00

<

(3.1)

8\.8

where u,v and 7y are the nonparametric measures of dependence defined in
(1.4), (1.8) and (1.5).
PRroor:

(HQ - Hl) - (HVQ - HUI) - (H2 - Hllg) - (Hl - Hlll_)'/
Hy,, — H,, = (v2 — v1)[min(F, G) — FG],

As

= 30 / jf (Hy— FG)~ (H) - FG))min(F,G) — FG)dF = vy — v1.

90 / j/ (Hy — H)) dFdG — (vs — )2 < pg — v + 1y — vF
-

and

90 / / (Hy — H1)2(1F11G < gty iy — 2vp1y (3.2)

—00 =20
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hence
[ee) (o] 2
/ / (Hy — Hy)2dFde < P25 T (3.3)

On the other hand

oo oo =
90 / /(Hz — H)2dFdG =90 /
—co

—00 ~Co

(> ~ FG) = (H: — FG)[dFdG

Now Schwarz inequality gives

By inequalities (3.3) and (3.4) we get

fee)

4)
(m— vE)* / / Hy — H)2dFdG < X +“;a 2,

i, e.
r) [oe]
1 -— I PR
11 +ﬂ2 29172 < / 11+ o = 2172 (3.5)
-0

V2dFdG <
¢ 90

8 “\8

Since

(Hy — H))*dFdG =

90/
—D -

N o]

/ [(Ho - FG) — (H; — FG)?dFdG =

8\8

~—9

=90

8

=py+pr—2-90

?\.8

/ Hy — FG)dFdG.
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From (3.5)

an < / / (Hy — FG)(H, - FG)
-0 —0R

We note that if:
Hy = Agmin(F,G) + (1 — \)FG

and
Hy =X min(F,G)+ (1 - A)FG,

then

90/ /(Hz—-Hl)ngdG: (g — A%

—~ —

In this case

o = Al 2 = Ag,
2
H1 = >‘1*, vy = /\1-

/ / _ ARG = B T ey et = 2

50 90

— -

(3.6)

Here the following question can be posed. If we approximate the 1)o<i-
tively quadrant dependent distribution functious Hy and Hy by the linea

combinations:

thea what is the relation of the quadratic deviations

¢
/ (Hy, — H,, ) dFdG.

\_\x

(Hy — H)?dFdG and

§ 9
X\x

—2C

We shall show that on the one hand

/ / (Hy — H)'dFdG > / / (H,, — H,, )2 dFdG,

—G -0 P e o

Hy, =viminF,G)+ (1 -v)FG and H,, =vemin(F.G)+ (1 —v)FG

(3.7)
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on the other hand:

/ /(HQ—Hl)QdFdG-— / /(H — H, )’ dFdG < 120 ~ 0.005. (3.8)

-0 =00

For
00 [ [ [ = B1)? = (Hon = Hoo2dFdG =
90 | [ (B2 #1)" = (Hy, = Hy, ["dFdG =
-0 o0
=90 jf / (Hy — H\)2dFdG —2-90 j[ jz(52—:_1:2(5,,,,~_.:,,!)Cfé‘(iG~—
B - 0 oo - -
7 f - 9
+90/ J/(HW—H,,I)‘dFdG
Since X
90 Jf (Hy, — H, )2 dFdG = (v3 — 1n)?
—00 00
and

90 / / (Hs = H\)(Hyy — Hy, )dFdG = (vs — 1n)?

—rr =0

it follows

/ / [(H2 - Hl) - (Hug - qu )]QCZFdG =

:/ /(HQ—Hl)QdFdG-(”?—;O’ﬁl-zo,

1. €.
oo o XX
/ /(Hg — H)dFdG > / / (H,, — H,,)2dFdG.
-0 -0 -0 —0

thus (3.7) is proved.
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If (2.7) is also taken into account then:

7 7[(H2—H1)_ (H,, ~ Ho,)|?dFdG =

—~oC — 00

= / /[(H2_Hug)’(H1_Hu1>]2(lF(lGS

-0 —OC

< / /(HQ—HUQ)QdFdG—}— / /(Hl — H,)2dFdG <

2(af + a3)
360

< (1= (o —pd) + (1 —ad)(u — 1)
= 90

<

where
Vi — [y ) — U3
oy = it S o1 W a —l—.
V2 12

VI =

This proves the relation (3.8).
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