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1. Introduction 

The hehaviour of huildings composed of prefabricated panels is largely 
influenced hy displacements of the joints made on the site. The joints are the 
most delicate and the weakest parts of the buildings, therefore it is very impor­
tant to determine the forces acting on them. They are decisive in the strength 
calculation, mainly in determining the collapse load of panel structures. But 
strength characteristics of joints made in field assembly may differ consider­
ably from each other. 

For the sake of simplicity, the method to he presented for the collapse 
load analysis of panel structures in plane will take the uncertainty of joint 
material characteristics into consideration. This method is more complicated 
than the usual one, but numerical results sho'w that an error on the detriment 
of safety is committed by assuming given, constant material characteristic 
values. The uncertainties of construction are reckoned 'with by taking the yield 
points as random variahles. 

2. Strnctnral aspects of the problem 

Our investigation is made on rigid-body models [1]. The panels are 
considered as rigid hodies connected by springs capable to transmit tensile, 
compressive and shear forces along their edges (Fig. 1). This means that between 
two panel edges there are three springs: two for taking tensile or compressive 
forces, and one for taking the shear force. 

Initial conditions: 

Cl: The loads acting on the structure are one-parametrical and no 
kinematic load is acting. 

C2: The yield points of each spring are normally distributed random 
variables ,yith prescribed expected value and variance. 

C3: The three forces acting along one panel edge are other than inde­
pendent, according to a given correlation matrix. 
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C4: The values of upper and lower yield points are mutually independent 
random variables. 

The X2 distribution would agree better v .. -ith experimental values than 
the normal distribution under C2 [2]. But the computations with X2 distribu­
tion are more complicated and lahoursome, arguing for the normal distri­
bution. 
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Fig. 1 

The collapse load analysis problems are solved generally by mathematical 
programming. This method is based on the statical and kinematical theorems. 
Our problem ,vill be solved on the basis of the statical theorem, stating that 
the static ally available maximum load parameter is less than, or equal to, 
the collapse load parameter [3]. 

Let us establish, according to Fig. 2, the projection equations for axes 
x and y and the moment equilibrium equation of each panel. For the i-th 
panel: 
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S9 - S12 + IXP~ = 0 

where 

Sj - force in the j-th spring; 

P~ - projection x of the load acting on the i-th panel; 

PJ - projection y of the load acting on the i-th panel; 

]llli moment acting on the i-th panel; 

IX -load parameter. 

In general, it can be 'written for the complete panel structure: 

where 

n 

m 
G [3 . m, n] 
s [n] 
q [3 . m] 

G*s + IXq= 0 

- number of joints; 
- number of panels, 
- geometrical matrix of the structure; 
- vector of unknOVI'"ll forces, 
-load vector. 

For each force the yield conditions give the upper and lower limits: 
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(1) 

(2) 

(3) 

where k/ and ku are vectors of the lower and upper limits, respectively, which 
are random variables. 

The maximum value of load parameter 

et -+ max (4) 
is wanted. 

3. Mathematic feature of the problem 

It is a case of stochastic programming if at least one parameter of linear 
or nonlinear programming is a random variable. 

The model (2), (3), (4) is that of stochastic programming withprohabiI­
ity restriction [4]. 
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The problem has the follo, .. ing form: 

G*s rt.q=O 

P(k[ :s;:: s :s;:: k n) > p 

(-x)-+ min. 

where p is a prescribed probability. 

(5) 

In order to solve the problem, x will be considered as the (n + 1)-th 
unknown and the vector q will be attached to matrix G*. If A is the new matrix 
and s is the new unknown vector, the linear conditions are: 

A, s = O. (6) 

According to C4, k[ and k n are independent and the stochastic condition may 
be \v-ntten as: 

(7) 

By definition of the distribution function, the first term in (7) is the value of" 
the distribution function for s. Also the second term in (7) can be transformed 
to a distribution function. Converting (7) to a standard normal distribution: 

P (k[(i) - E"l(i) :s;:: s(i) - E"l(i) , i = I, •.. , n) X 

D"l(i) D"l(i) 

X P (-ku(i) + E"Ji) / -s(i) + Edi) i = L .... nJ > (8) 
DI<u(i) ::::" D",,(i) , , , - p 

".-here E"l(i) and E",,(i) are expected values of k[(i) and ku(i), respectively; 
D,,/i) and Ddi) are variances of k[(i) and ku(i), respectively. 

Introducing notations: 

~(i) = k[(i) - E"li) 
D~ii) 

"(') s(i)-E"li) s L = --'--'----:.:.:.~ 

D"l(i) 

(8) will have the following form: 

=(.) -s(i) + E"u(i) s L = ---'--'-----=--'-'-

Ddi) 

P(~(i) :.::;: s(i), i = 1, ... , n) P(1)(i) :.::;: §(i), i = 1, ... , n) > p. (9) 

Using the symbol of the multivariate normal distribution function q>(x) 
'with superscripts referring to the respective matrices of expected values, 
variances and correlation, (9) becomes: 

(10) 

where RI and Ru are correlation matrices for k[ and ku, respectively. 
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Now, problem (5) has the following form: 

A· s = 0 

(11) 

(-Sn+l) ->- minimum. 

Let us have a closer look at stochastic conditions (9). 

i) Ignoring C3 and requiring each force to meet one stochastic condition: 

PU(i) s( i)) . P(1j( i) 1, ... , n (12) 

results in an error on the unsafe side. Assuming each stochastic eondition to 
have the same p value and r conditions to be satisfied at an optimum s, accord­
ing to the theorem of the product of independent random variables: 

P(~(i) < s(i), i = 1, ... " n) P(7i(i) < ~(i), i = 1, ... , n) > pr. 

If e.g. p = 0.9, r = 10; pr < 0.35 only, even ignoring the correlation. 

ii) The problem would best be solved by calculating the simultaneous 
probabilities of the stochastic conditions. 

P(~(i) < s(i) , i = 1, ... ,n) PhU) < ~(i), i = 1, ... , n) p. (13) 

In this case the value of an n-dimensional normal distribution function has 
to be calculated. Theoretically this is possible but practically the volume of 
computations is prohibitive. 

The arguments under i) and ii) justify assumption C3 on the correlation 
between forces. This is ob"vious since the joints along an edge of a panel are 
made simultaneously on the site. 

Finally our problem (11) ",ill have the following form: 

j= 1, ... 7 

~ = 3(j -1) + 1 

3(j -1) + 2 

3(j -1) 3 

(14) 

where 7 is the number of panel edges (7 = nj3), (14) is proved in [4] to have 
a solution, namely the conditions are described by either linear or concave 
nonlinear functions and the objective function is linear. 
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4. Algorithm of the solution 

Our problem villI be solved by SUMT method (Sequential Unconstrained 
Minimization Technique) elaborated by FIA.cco and lVIcCol1J.\UcK. Denote the 
objective function by 

F(X1' ... , x,,) 

the nonlinear inequality constraints by 

and the linear equality constraints by 

The basic idea of SU:i.VIT is to solve a sequence of unconstrained problems 
whose solutions tend to the minimum of the object function of the non-linear 
programming problem in the limit. The nonlinear programming problem 
is converted into a sequence of unconstrained problems hy defining the pen­
alty function P as follows: 

1 11 m 
F(x(le») ....L -- ">:' H~(x(le») - r(le) "" In G/·(xU:») 

I Cl-:) ~ / .~ 
r i=1 1=1+11 

(15) 

where the weighting factors rCh) are positive and form a monotonically decreas­
ing sequence of values (r(1) > r(3) > ... > r(i) > ... > 0). The form Hi [x(h)] 
was simply selected as the square sum of the respective equality constraints, 
so that as rUe) -+ 0, the equality constraints are ever closer satisfied. 

The minimization of function (15) is initiated at an interior point x(o) 

where all the equalities and inequality constraints are satisfied. After r(o) is 
computed, x(l) is determined hy minimizing P(x(ol, r(O»). Then r(ll is computed 
and x(2) is determined hy minimizing P(X(l), r(1»), and so forth. The determina­
tion of X(i+l) from x(i) involves the gradient of the conditions. 

The other prohlem is to ohtain the function values and the gradient 
vectors of the three-dimensional normal distrihution functions. 

MILTON'S method [5] was applied to calculate the function values. The 
three-dimensional normal distrihution function was transformed into product 
of a one-dimensional normal distribution function by a non-standard two­
dimensional one, using an iterated integral. The actual value of the one­
dimensional normal distribution function was calculated exactly while the 
actual value of the two-dimensional one was approximated by Sympson's rule. 

The gradient of the three-dimensional distribution function was obtained 
by reducing the calculation to the actual value of a two-dimensional function 
according to the method by SZANTAI [6]. 
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5. Numerical example and experiences 

Let us consider the panel structure seen in Fig. 3. 
The joints connecting the horizontal panel edges are type I, the others are type H. 

Data are the following: 

Tensile or comprcssive springs Shear springs 

E1:1 D E/:" D 
i Ekl D Eku 

I 
D 

[kp!cm'] [kp!cm'] 
! 

[kp!cm'] [h.l'!cm'] 

Type I -80 6 -7 0.5 7 0.5 

Type II -50 1 20 -5 0.5 5 0.5 

Correlation matrix between the springs along a panel edge: 

R= 
Tensile Tensile 

Shear compr. compr. 

Tensile compr. 0.2 0.7 

Tensile compr. 0.2 0 7 

Shear 0.7 0.7 

Under stochastic conditions the probability p ;> 0.95. This problem was solved partly 
with random variables and partly as a deterministic problem where the yield points assume 
the expected values for kl and kl!' 

The results are the following: 

Deterministic case 

Stochastic case 
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-35.7 18.6 4.76 1.47 
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The difference between deterministic and stochastic values of et; is seen not to be excessive, 
but for the forces it may be considerable. 

This method needs considerable running time. The program was run on a CDC-3300 
computer, using 3064 sec CPU time. The convergence depends on the initial vector xCo). 

Summary 

Panel structures have been modelled by a system of rigid bodies connected by elastic­
perfectly plastic springs. The yield points were considered as normally distributed random 
variables correlated to each other along a panel edge. The parameter of collapse load was 
determined by stochastic programming. The solution was obtained using the SU'\IT algorithm. 
The rate of convergence depends on the initial vector. 
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