Abstract
The main aim of this paper is the presentation of the connection between the elements of the classical matrix arithmetic in case of three-by-three arbitrary real matrices. The given formulae can be used as well in case of the topic of stability analysis connected to the characteristic polynomial. The theorems and formulae presented in this article can be used in linear algebra courses or e.g. in three Degrees-of-Freedom mechanical problems, in machine tool bases designing, or in analyzes of earthquake effect on different type of structures.
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1 Introduction
At the beginning of the Linear Algebra courses in bachelor mechanical engineering studies the definitions of the determinant and the adjugate operations are introduced, but the definition of the trace operation is introduced in general at the end of the semester, sometimes it is thought after the Analysis of the Multiple Variables Functions. Therefore the examples for the calculations of the different type of determinant can be found in a lot of books with practical examples, where we can also found some solution of problems with interesting tips for the solution method. Otherwise the nice formulae between the determinant, trace and adjugate almost nowhere can be found.

The engineering applications or solutions the engineering problems cannot adjust the series of the mathematical semesters. Sometimes it cannot follow the structure of the mathematical semesters, because some necessary mathematical knowledge has to be thought by engineers on some engineering courses keeping the "rhythmical" progress in case of teaching the engineering knowledge.

The basic mechanical courses use many different type of mathematics (e.g. Single Variable Function Analysis, Ordinary Differential Equations or Basic and Linear Algebra), where the necessary mathematics has to be thought earlier than in the mathematics courses thought it. In case of vibrations problems the derivation of the coefficients of the characteristic polynomial can be "complicated". However if the presented formulae are used, this process can be "easier".

The introduced formulae are appropriate, that in the Analysis and Linear Algebra courses the concept of determinant, trace and adjugate expressions can be thought more deep and more extensively, and the formulae could be great examples in the practice courses. These formulae can be shown for the students as a provable expression; therefore the students can be learning this expression easier.
On the other hand, the presented formulæ below can be applied also in mechanical and civil engineering practice in problems of designed structures against dynamical effect. These formulæ can be also a quite good technique to analyse in different topics of machining \[1\]–\[3\], particularly design of machine bases, examining the earthquake effect \[1\]–\[5\], impacting models between moving structures and rigid walls, or effects of periodically excitation on structures \[5\].

Based on many textbook \[6\]–\[10\], identities in matrix operations are known only for constant, or matrix multiplied matrices, but identities for sum of matrices are already missing expected the trace operation. In our previous work \[11\]–\[14\] identities in case of two-by-two matrices are presented. In this paper we focus on the identities of three-by-three matrices compared to the two-by-two cases.

In this paper vectors and matrices are denoted by bold letters. The matrix elements are denoted by small letters. Determinant, trace and adjoint operators are denoted by \( \det \), \( \text{tr} \) and \( \text{adj} \) respectively.

### 2 Matrix operation identities of sum three-by-three matrices

**Theorem 1** – Matrices \( A \) and \( B \) are real element, three-by-three matrices. The identity of determinant of matrix sum in closed form is

\[
\begin{align*}
\det (A + B) &= \det (A) + \det (B) + \text{tr} (A \text{ adj} (B)) + \text{tr} (B \text{ adj} (A)).
\end{align*}
\]

**Proof of Theorem 1** – By expanding the determinant of matrix sum, the left-hand-side of Eq. (1) becomes

\[
\begin{align*}
\det (A + B) &= (a_{11} + b_{11})(a_{22} + b_{22})(a_{33} + b_{33}) - (a_{11} + b_{11})(a_{23} + b_{23})(a_{32} + b_{32}) - (a_{12} + b_{12})(a_{21} + b_{21})(a_{33} + b_{33}) + (a_{12} + b_{12})(a_{23} + b_{23})(a_{31} + b_{31}) + (a_{13} + b_{13})(a_{21} + b_{21})(a_{32} + b_{32}) - (a_{13} + b_{13})(a_{22} + b_{22})(a_{31} + b_{31})
\end{align*}
\]

By expanding the containing terms of the right-hand-side of Eq. (1), the elements are

\[
\begin{align*}
\det (A) &= a_{11}(a_{22}a_{33} - a_{23}a_{32}) - a_{12}(a_{23}a_{31} - a_{21}a_{33}) + a_{13}(a_{21}a_{32} - a_{22}a_{31}),
\end{align*}
\]

\[
\begin{align*}
\det (B) &= b_{11}(b_{22}b_{33} - b_{23}b_{32}) - b_{12}(b_{23}b_{31} - b_{21}b_{33}) + b_{13}(b_{21}b_{32} - b_{22}b_{31}).
\end{align*}
\]

**Theorem 2** – Matrices \( A \) and \( B \) are real element, three-by-three matrices. The identity of adjugate of matrix sum in closed form

\[
\text{adj} (A + B) = \text{adj} (A) + \text{adj} (B) + L^T.
\]

In Eq. (7) matrix \( L \) can be determined as

\[
\begin{align*}
l_{ij} &= (-1)^{i+j} \text{tr} (\text{adj} (A)_{ij}),
\end{align*}
\]

where \( i, j = 1, 2, 3 \) and \( A_{ij}, B_{ij} \) are the minor matrices of \( A \) and \( B \).

**Proof of Theorem 2** – Let us define matrix \( R \) as \( R = \text{adj}(A + B) - \text{adj}(A) - \text{adj}(B) \). We will present the method of proven to the element \( r_{11} \) and \( r_{21} \) of matrix \( R \).

The element \( r_{11} \) can be calculated as \( r_{11} = a_{22}b_{33} - a_{23}b_{32} - a_{32}b_{23} + a_{33}b_{22} \). Based on Eq. (8) in \( \text{adj} (A) \) can be determined

\[
\begin{align*}
l_{11} &= (-1)^{1+1} \text{tr} (\text{adj}(A_{11})) B_{11} = \text{tr} (\text{adj}(A_{11})) B_{11},
\end{align*}
\]

where

\[
\begin{align*}
A_{11} &= \begin{bmatrix} a_{22} & a_{23} \\ a_{32} & a_{33} \end{bmatrix} \quad \text{and} \quad B_{11} = \begin{bmatrix} b_{22} & b_{23} \\ b_{32} & b_{33} \end{bmatrix}
\end{align*}
\]

We obtain

\[
\begin{align*}
l_{11} &= a_{22}b_{33} - a_{23}b_{32} - a_{32}b_{23} + a_{33}b_{22}.
\end{align*}
\]
The element $r_{21}$ can be calculated as $r_{21} = -(a_{21}b_{33} - a_{23}b_{31} - a_{31}b_{23} + a_{33}b_{21})$. Based on Eq. (3) in Theorem 2 $l_{12}$ can be determined

$$l_{12} = -\text{tr}(\text{adj}(A_{12})B_{12}), \quad (11)$$

where

$$A_{12} = \begin{bmatrix} a_{21} & a_{23} \\ a_{31} & a_{33} \end{bmatrix} \quad \text{and} \quad B_{12} = \begin{bmatrix} b_{21} & b_{23} \\ b_{31} & b_{33} \end{bmatrix}.$$  

We obtain

$$l_{12} = -(a_{21}b_{33} - a_{23}b_{31} - a_{31}b_{23} + a_{33}b_{21}).$$

It can be seen, that $r_{21} = l_{12}$. If this presented method above is applied to the other elements of matrix $R$, it can be seen, that all elements are equal to each other, therefore the Theorem 2 is true.

Consequence 1 – Matrices $A$, $B$ and $C$ are real element, three-by-three arbitrary real matrices. Let denote matrix $L$ (in Eq. (3)) as $L_{AB}$. The determinant of the sum of matrices can be also given in closed form, i.e.

$$\det(A + B + C) = \det(A) + \det(B) + \det(C) + \text{tr}(A\text{adj}(B)) + \text{tr}(B\text{adj}(A)) + \text{tr}(C\text{adj}(A)). \quad (13)$$

Because of the left-hand-side of Eq. (13), $\det(A + B + C)$ can be look as $\det((A + B) + C)$, then Theorem 1 can apply, therefore

$$\det(A + B + C) = \det(A + B) + \det(C) + \text{tr}((A + B)\text{adj}(C)) + \text{tr}(C\text{adj}(A + B)). \quad (14)$$

Applying Theorem 1 again, we get

$$\det((A + B) + C) = \det(A) + \det(B) + \det(C) + \text{tr}(A\text{adj}(B)) + \text{tr}(B\text{adj}(A)) + \text{tr}(C\text{adj}(A)),$$  

because of $\text{tr}(A + B) = \text{tr}(A) + \text{tr}(B)$, Eq. (15) becomes

$$\det((A + B) + C) = \det(A) + \det(B) + \text{tr}(A\text{adj}(B)) + \text{tr}(B\text{adj}(A)) + \text{det}(C) + \text{tr}(C\text{adj}(A)) + \text{tr}(C\text{adj}(A + B)). \quad (16)$$

Finally, if we apply Theorem 2, we get the following identity

$$\text{det}(A + B + C) = \text{det}(A) + \text{det}(B) + \text{det}(C) + \text{tr}(A\text{adj}(B)) + \text{tr}(B\text{adj}(A)) + \text{tr}(C\text{adj}(A)) + \text{tr}(C\text{adj}(A + B)). \quad (17)$$

As we mentioned above, elements of matrix $L_{AB}$ can be determined as $l_{ABij} = (-1)^{i+j}\text{tr}(\text{adj}(A_{ij})B_{ij})$. In case, when three matrix are in the formula, we can also define element $l_{ABCij}$ as $l_{ABCij} = (-1)^{i+j}\text{tr}(\text{adj}(C_{ij})A_{ij})$. We could say a new theorem.

Theorem 3 – Matrices $A$, $B$ and $C$ are real element, three-by-three arbitrary real matrices.

$$\text{tr}(A L_{AB}^T) = \text{tr}(B L_{AC}^T) = \text{tr}(C L_{AB}^T) \quad (18)$$

Prof of Theorem 3 – Similar method can be used to prove Theorem 3 like in case of Prof of Theorem 2. In this case because of the much number of elements the detailed calculation is not presented. However if we compare the sum of the elements of the main diagonal of the matrices, it can be seen, that the elements are equal to each other, therefore this Theorem 3 is also true.

3 Characteristic polynomial using three-by-three matrices

Based on Theorem 1, or Consequence 1, the characteristic polynomial can be derived in a closed form. Let us consider the second-order homogeneous differential equation with matrix coefficient in the form

$$A\ddot{q} + B\dot{q} + Cq = 0. \quad (19)$$

In Eq. (19) matrices $A$, $B$, $C$ are real element three-dimensional quadratic matrices, and $q : \mathbb{R} \rightarrow \mathbb{R}^3$. The following notations are introduced: $q := q(t)$, $\dot{q} := \text{dq}(t)/\text{dt}$ and $\ddot{q} := \text{d}^2q(t)/\text{dt}^2$.

In applied mechanics, matrices $A$, $B$, $C$ are called mass or inertia, viscous damping and stiffness matrices respectively (usually they are denoted by matrices $M$, $K$, $S$). The vector $q$ is the so-called vector of generalized coordinates, and $t$ denotes the time [13]. During derivation of characteristic polynomial the following identities are used $\text{det}(\lambda I) = \lambda^3\text{det}(A)$, adj$(\lambda I) = \lambda^2\text{adj}(A)$ and $\text{tr}(\lambda A) = \lambda\text{tr}(A)$. The characteristic polynomial of Eq. (19) is

$$p(\lambda) = \text{det}(\lambda^2 A + \lambda B + C). \quad (20)$$

The following steps have to be used for determine the characteristic polynomial (based on Eq. (20)): multiply the matrices by the constant $\lambda$, evaluate the sum of the multiplied matrices, and expand the determinant of it. Finally, we can collect the coefficients $a_i$ for the powers of $\lambda$. Instead of this method, Theorem 1,
or Consequence 1 is applied. In this case, because the matrices are three dimensional, the characteristic polynomial is a sixth order polynomial, which is

\[ p(\lambda) = a_6 \lambda^6 + a_5 \lambda^5 + \ldots + a_0. \]

\[
p(\lambda) = \det(\lambda^2 A) + \det(\lambda B) + \det(C) \\
+ \text{tr}(\lambda^2 \text{adj}(\lambda B)) + \text{tr}(\lambda B \text{adj}(\lambda^2 A)) \\
+ \text{tr}(\lambda^2 \text{adj}(\lambda C)) + \text{tr}(\lambda C \text{adj}(\lambda^2 A)) \\
+ \text{tr}(C \text{adj}(\lambda B)) + \text{tr}(\lambda B \text{adj}(C)) \\
+ \lambda^3 \text{tr}(C \lambda B^T A). \tag{21}
\]

\[
p(\lambda) = \lambda^6 \det(A) + \lambda^5 \det(B) + \det(C) \\
+ \lambda^5 \text{tr}(A \text{adj}(B)) + \lambda^4 \text{tr}(B \text{adj}(A)) \\
+ \lambda^4 \text{tr}(A \text{adj}(C)) + \lambda^3 \text{tr}(C \text{adj}(A)) \\
+ \lambda^3 \text{tr}(C \text{adj}(B)) + \lambda^2 \text{tr}(B \text{adj}(C)) \\
+ \lambda^2 \text{tr}(C \lambda B^T A). \tag{22}
\]

If we know the matrices \( A, B, C \), the coefficient list of characteristic polynomial is

\[
\begin{bmatrix}
a_6 \\
a_5 \\
a_4 \\
a_3 \\
a_2 \\
a_1 \\
a_0
\end{bmatrix} = 
\begin{bmatrix}
\det(A) \\
\text{tr}(B \text{adj}(A)) \\
\text{tr}(C \text{adj}(A)) + \text{tr}(A \text{adj}(B)) \\
\text{det}(B) + \text{tr}(C \lambda B^T A) \\
\text{tr}(A \text{adj}(C)) + \text{tr}(C \text{adj}(B)) \\
\text{tr}(B \text{adj}(C)) \\
\det(C)
\end{bmatrix}. \tag{23}
\]

4 Case study on three degrees-of-freedom damped oscillator

In applied mechanics, a basic example is a three Degrees-of-Freedom damped oscillator. In this mechanical model the three moving bodies are connected to each other with linear springs and viscous dampers. We assume frictionless ground during the motion. The mechanical model of the example can be seen in Fig. 1.

The mechanical model presented in Fig. 1 can be represented eq. three-storey house. In this model the mass \( m_1 \) with the linear spring \( k \) and the viscous damper \( b \) represents the downstairs connected to the base. The masses \( m_2 \) and \( m_3 \) with the linear springs \( k \) can be represented the first and second storeys. In this model \( f \) denotes the external force, e.g. the suction effect of the wind.

The equation of motion in homogeneous case is

\[
A \ddot{q} + B \dot{q} + C q = 0, \tag{24}
\]

where \( q = \begin{bmatrix} x_1 & x_2 & x_3 \end{bmatrix}^T \) is the vector of generalized coordinates. In Eq. (24) the matrices \( A, B, C \), i.e. the mass, viscous damping and stiffness matrices are

\[
A = \begin{bmatrix}
m_1 & 0 & 0 \\
0 & m_2 & 0 \\
0 & 0 & m_3
\end{bmatrix},
\]

\[
B = \begin{bmatrix}
b & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

and

\[
C = \begin{bmatrix}
2k & -k & 0 \\
-k & 2k & -k \\
0 & -k & k
\end{bmatrix}.
\]

If we determine the characteristic polynomial as

\[ p(\lambda) = \det(\lambda^2 A + \lambda B + C), \]

we multiply the matrices by the constant \( \lambda \), evaluate the sum of constant multiplied matrices, and we expand the determinant of it. Finally, we can collect the coefficients \( a_i \) for the powers of \( \lambda \). The coefficients of characteristic polynomial are given in Eqs. (25) - (31).
\[ a_6 = m_1 m_2 m_3 \]  
\[ a_5 = b m_2 m_3 \]  
\[ a_4 = k (m_1 m_2 + 2 m_2 m_3 + 2 m_1 m_3) \]  
\[ a_3 = b k (m_2 + 2 m_3) \]  
\[ a_2 = k^3 (m_1 + 2 m_2 + 3 m_3) \]  
\[ a_1 = b k^2 \]  
\[ a_0 = k^3 \]  

If the coefficients (in Eq. (23)) are compared to Eqs. (25) - (31), it can be seen, that all elements are equal to each other. Therefore in application examples instead of the much algebraic calculation, the elements of characteristic polynomial can be given immediately in closed form by the coefficient list in Eq. (23).

5 Conclusions

Different matrix operations and calculation methods are studied in Linear Algebra courses. Matrix operations are also used in applied mechanical courses, e.g. in Basic Vibration courses during the calculation of natural angular frequency and vibration modes of multiple Degree-of-Freedom oscillators. In this paper the presented theorems or formulae to determine the characteristic polynomial can also be used in practices of Linear Algebra courses to calculate examples in alternative ways. It can also be applied in mechanical and civil engineering in problems from topic of designed structures against dynamical effect.
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