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Abstract

This article adopts Relevance Vector Machine (RVM) and

Minimax Probability Machine Regression (MPMR) for predic-

tion Soil Electrical Resistivity(RE) of soil. RVM uses an im-

proper hierarchical prior. It optimizes over hyperparameters.

MPMR is a probabilistic model. Two models (MODEL I and

MODEL II) have been adopted. Percentage sum of the gravel

and sand size fractions (F) and Soil Thermal Resistivity(RT ) has

been takes as inputs in MODEL I. MODEL II uses F,RT and sat-

uration of soils(S) as input variables. The results of RVM and

MPMR have been compared with the Artificial Neural Network

(ANN). The developed RVM and MPMR proves his ability for

prediction of RE of soil.
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1 Introduction

Soil Electrical Resistivity (RE) is an important parameter for

constructing high voltage buried power cables [1, 2]. The value

of RE depends on different parameters such as water content,

degree of saturation, organic content, pore water composition,

geologic formation, temperature, compaction, specific surface

area, etc. Osman and Harith [3] showed that an increase in elec-

trical resistivity with the increase of angle of shearing resistance,

bulk density, and Standard Penetration Test value. Magnesium,

sulfate content, calcium and sodium have significant effect on

RE of soil. So, the determination of RE of soil is a compli-

cated task [4]. Geotechnical engineers use different methods

for determination of RE based on soil thermal resistivity (RT)

[5]. RT is influenced by moisture content, dry density, mineral

composition and temperature. So, a strong correlation exists be-

tween RT and RE [6]. Recently, Erzin et al., [7] successfully

adopted Artificial Neural Network (ANN) for prediction of RE

of soil. However, ANN has some limitations such as black box

approach, low generalization capability, arriving at local min-

ima, etc. [8, 9]. This article adopts Relevance Vector Machine

(RVM) and Minimax Probability Machine Regression (MPMR)

for determination of RE of soil. RVM was developed by Tip-

ping [10]. It is a sparse bayesian nonlinear regression technique

Tipping [11]. It uses improper hierarchical prior and optimizing

over hyper parameters. There are lots of applications of RVM in

literatures [12–14]. Li [12] successfully applied fuzzy progres-

sive transductive relevance vector machine classifier for network

attack detection. RVM has been also used by Wang [13] for in-

trusion detection of internet of things. Batt and Stevens [14]

successfully applied RVM for modelling of suspended fine sedi-

ment transport in a shallow lake [15] identified soil line by using

RVM. Wang et al., [16] used RVM for machine fault diagnosis.

MPMR is developed by Lanckriet et al., [17]. It maximizes the

minimum probability that future predicted output of the regres-

sion model will be within some bound of the true regression

function [18]. Researchers have successfully used MPMR for

solving different problems in engineering [19–21]. Sun et al.,

[19] used MPMR for modelling of a chaotic time series. Yang

et al., [20] successfully applied MPM for feature classification.

Determination of Electrical Resistivity of Soil Based on Thermal Resistivity 5112016 60 4

http://dx.doi.org/10.3311/PPci.8206
http://creativecommons.org/licenses/by/3.0/


Zhou et al., [21] examined the capability of MPM for face recog-

nition. This article adopts the database collected from the work

of Erzin et al., [7]. Table 1 shows the statistical parameter of the

dataset.

The datasets contain information about RE , RT , percentage

sum of the gravel and sand size fractions (F) and saturation

of soil (S r). For obtaining the dataset, soil samples were col-

lected from the different offshore locations in India. Two mod-

els (MODEL I and MODEL II) have been developed for pre-

diction of RE of soil. In MODEL I, input variables are RT and

F. MODEL II adopts RT , F and S r as input variables. The de-

veloped RVM and MPMR have been compared with the ANN

model.

2 Details of RVM

RVM is trained in Bayesian framework [10]. In RVM, the

relation between input(x) and output(y) is given below:

y = Φw + ε (1)

where w is weight, ε is noise, Φ =[
ϕ (x1) , . . . , ϕ (xn)

]
ϕ (xn) = [K (xn, x1) ,K (xn, x2) , . . . ,

K (xn, xM)]T and K(xn, xi) is a kernel function.

For MODEL I, x = [RT , F] and y = [RE].

For MODEL II, x = [RT , F, S r] and y = [RE].

The likelihood of the complete dataset is given below:

p
(
y|w, σ2

)
=

(
2πσ2

)−N/2
exp

{
−

1

2σ2
‖y − Φw‖2

}
(2)

Automatic Relevance Detection (ARD) prior is set over the

weights for preventing overfitting.

p (w|α) =

N∏
i=0

N
(
wi|0, α

−1
i

)
(3)

Where α is a hyperparameter vector that controls how far

from zero each weight is allowed to deviate [22]. The follow-

ing expression is obtained by combining the likelihood and prior

within Bayes’ rule

p
(
w, α, σ2/y

)
=

=
p
(
y/w, α, σ2

)
.p (w, α, σ)∫

p
(
y/w, α, σ2

)
p
(
w, α, σ2

)
dwdαdσ2

(4)

p
(
w / y, α, σ2

)
follows Gaussian distribution. So, the expres-

sion of p
(
w / y, α, σ2

)
is given below.

p
(
w/y, α, σ2

)
∼ N (µ,Σ) (5)

Where µ is mean and
∑

is covariance. The expression of µ

and
∑

is given below.

µ = σ−2
∑

ΦT y (6)

∑
=

(
σ−2ΦT Φ + A

)−1
(7)

with diagonal A = diag(α0, . . . , αN).

For uniform hyperpriors over α and σ2, one needs only max-

imize the term p
(
t / α, σ2

)
:

p
(
y/α, σ2

)
=

∫
p
(
y/w, σ2

)
p (w/α) dw =

=

 (2π)
−N
2√∣∣∣σ2 + ΦA−1ΦT

∣∣∣
 × exp

{
−

1

2
yT

(
σ2 + ΦA−1ΦT

)−1
y

}
(8)

The outcome of this optimization is that many elements of α

go to infinity such that w will have only a few nonzero weights

that will be considered as relevant vectors. Training and test-

ing datasets have been required for developing the RVM. This

article uses 165 datasets as training datasets. The remaining 71

datasets have been adopted as testing dataset. The datasets are

normalized between 0 and 1. Radial basis function has been

adopted as a kernel function. The expression of radial basis

function is given below

K (x, xi) = exp

{
−

(xi − x) (xi − x)T

2σ2

}
(9)

where σ is width of radial basis function. Fig. 1 shows the

flow chart of the RVM. The program of RVM has been con-

structed in MATLAB environment.
 

 

 

 
 

 

 

Fig. 1  Flow chart of the RVM. 
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Fig. 1. Flow chart of the RVM.

3 Details of MPMR

MPMR is constructed based on minimax probability machine

classification by using kernel function. In MPMR, the relation

between input(x) and output(y) is given below:

y =

N∑
i=1

βiK (xi, x) + b (10)

where K(xi, x) is kernel function and β, b are output of the

MPMR algorithm.
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Tab. 1. Statistical parameters of the dataset.

Variable mean Standard deviation Skewness Kurtosis

F (%) 28.36 23.29 1.11 4.24

S r (%) 62.19 25.71 0.09 1.66

RT (°C·m/W) 5.47 7.30 4.32 26.34

RE (Ω ·m) 31.65 57.23 4.98 34.83

For MODEL I, x = [RT , F] and y = [RE]. For MODEL II,

x = [RT , F, S r] and y = [RE].

To develop MPMR, one data set is obtained by shifting all of

the datasets + ε along the output. The other dataset is obtained

by shifting all of the datasets - ε along the output. The regres-

sion surface is the classification boundary between these two

classes. MPMR separates the training dataset into the following

two classes.

ui = (yi + ε, xi1, xi2, . . . , xin) . (11)

vi = (yi + ε, xi1, xi2, . . . , xin) . (12)

The classification boundary between ui and vi is the regres-

sion surface. The details of MPMR are given by Strohmann and

Grudic [18]. MPMR uses radial basis function as kernel func-

tion. MPMR adopts the same training dataset, testing dataset

and normalization technique as used by the RVM model. Fig. 2

shows flow chart of the MPMR for prediction of RE .
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Flow chart for prediction of RE. 
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Fig. 2. Flow chart for prediction of RE .

The program of MPMR is constructed by using MATLAB.

4 Results and Discussion

For developing RVM, the design value of σ has been deter-

mined by trial and error approach. For MODEL I, the design

value of σ is 0.6. The performance of training dataset has been

depicted in Fig. 3.

Fig. 4 illustrates the performance of testing dataset. The per-

formance of developed models has been assessed in terms of

Coefficient of Correlation(R) value.

For a good model, the value of R should be close to one. It is

observed from Figs.1 and 2 that the value of R is close to one.

The developed RVM gives the following equation for prediction
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Fig. 3 Performance of training dataset for the RVM. 

Fig. 3. Performance of training dataset for the RVM.
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Fig. 4 Performance of testing dataset. Fig. 4. Performance of testing dataset.

of RE .

RE =

165∑
i=1

wi exp

[
− (xi − x) (xi − x)T

0.72

]
(13)

Fig. 5 shows the value of w.

For MODEL II, the design value of σ is 0.4. The perfor-

mances of training and testing datasets have been shown in

Fig. 3 and 4 respectively. The value of R is close to one for

training as well as testing datasets. MODEL II gives the follow-

ing equation for prediction of RE .

RE =

165∑
i=1

wi exp

[
− (xi − x) (xi − x)T

0.32

]
(14)

The values of w have been shown in Fig. 5. For developing

MPMR, the design value ε and σ have been determined by trial

and error approach. For MODEL I, the design values of ε and

σ are 0.003 and 0.7 respectively. The performance of training

dataset has been depicted in Fig. 6.

It is also clear from Fig. 4 and 5 that the value of R is close

to one for training as well as testing dataset. For MODEL II,

the design values of ε and σ are 0.005 and 0.2 respectively. The
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Fig. 5 Values of w for the RVM. Fig. 5. Values of w for the RVM.
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Fig. 6 Performance of training dataset for MPMR. 

 

Fig. 6. Performance of training dataset for MPMR.

performance of training and testing dataset has been shown in

Fig. 6 and 7 respectively. The value of R is close to one for train-

ing as well as testing dataset. Therefore, the developed MPMR

predicts RE reasonable well.
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Fig.7 Performance of testing dataset for MPMR. Fig. 7. Performance of testing dataset for MPMR.

Fig. 8 shows the bar chart of R values of ANN, RVM and

MPMR models. The comparison has been done for testing

dataset.

It is clear from Fig. 6 that the performances of ANN, RVM

and MPMR are almost same. This article uses Root Mean

Square Error (RMSE), Mean Absolute Error (MAE), coefficient

of efficiency (E), root mean square error to observation’s stan-

dard deviation ratio (RSR), variance account for(VAF), perfor-

mance index(ρ) and normalized mean bias error (NMBE) to

asses the performance of the RVM and MPMR models.

The expressions of RMSE, MAE, E, RSR, VAF, ρ, and

NMBE are given below [23–27].

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8 Comparison between the ANN,RVM and MPMR models. 
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Fig. 8. Comparison between the ANN,RVM and MPMR models.

Table 2 shows the values of different parameters. For a good

model, the value of RMSE and MAE should be close to zero.

MAE =

N∑
i=1

|Ai − Pi|

N
(15)

E = 1 −

N∑
i=1

(Ai − Pi)
2

N∑
i=1

(
Ai − Ā

)2
(16)

RS R =
RMS E√

1
N

N∑
i=1

(
Ai − Ā

)2

(17)

ρ =
RMS E

Ā (R + 1)
(18)

VAF = (1 − (var (Ai − Pi) /var (Ai))) 100 (19)

Where A is actual value, P is predicted value, N is the Number

of dataset, var is variance, Ā is the mean and p is the number

of predictor variable. purpose. The The developed RVM only

shows under-prediction for MODEL I. For a good model, the

value of RSR and ρ should be low. The developed models show

low value of RSR and ρ. For a good accuracy of model, the

value of VAF should be close to 100. The value of VAF is close

to 100 for all the developed models. For an accurate model,

the value of E is close to one. The developed models show the

value of E is close to one. Hence, the developed models prove

their capability for prediction of electrical resistivity of soil. The

developed RVM and MPMR use less tuning parameters compare

to the ANN model. The developed MPMR and RVM models

are probabilistic model. However, ANN is not a probabilistic

model. Kernel function has been adopted for developing the

RVM and MPMR models. For developing ANN, kernel function

is not required.

5 Conclusions

This article examines the capability of RVM and MPMR for

prediction of RE of soil. Different input variables have been
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Tab. 2. Values of different error parameters of the developed RVM and MPMR models.

Models
RMSE MAE E RSR NMBE(%) % VAF

Training

Dataset

Testing

Dataset

Training

Dataset

Testing

Dataset

Training

Dataset

Testing

Dataset

Training

Dataset

Testing

Dataset

Training

Dataset

Testing

Dataset

Training

Dataset

Testing

Dataset

Training

Dataset

Testing

Dataset

RVM(MODEL I) 7.948 16.310 5.330 9.672 0.978 0.934 0.147 0.256 -0.352 5.171 0.133 0.233 97.834 93.498

RVM(MODEL II) 14.019 21.370 6.753 12.359 0.966 0.886 0.259 0.336 0.823 5.171 0.235 0.310 96.612 88.723

MPMR(MODEL I) 7.727 17.309 5.019 12.077 0.979 0.925 0.143 0.272 0.481 10.635 0.129 0.249 97.953 92.937

MPMR(MODEL II) 7.117 10.961 4.475 8.438 0.982 0.970 0.131 0.172 0.603 4.484 0.119 0.155 98.263 97.088

tried to get best performance. The developed RVM and MPMR

predict RE of soil reasonable well. The developed equation can

be used for practical purpose. The performance of RVM and

MPMR is comparable with the ANN model. The developed

RVM produces sparse solution. There is no sparseness in the

MPMR. This article gives practical tools based on RVM and

MPMR for prediction of RE of soil.
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