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1 Introduction

In the recent past, the idea of ad-hoc networks have created a lot of interest in the research community, and it is now starting to materialize in practice in various forms, ranging from static sensor networks through opportunistic interactions between personal communication devices to vehicular networks with increased mobility. A common property of these systems is that they have sporadic access, if at all, to fixed, pre-installed communication infrastructures. Hence, it is usually assumed that the devices in ad-hoc networks play multiple roles: they are terminals and network nodes at the same time.

In their role as network nodes, the devices in ad-hoc networks perform basic networking functions, most notably routing. At the same time, in their role as terminals, they are in the hands of end-users, or they are installed in physically easily accessible places. In any case, they can be easily compromised and re-programmed such that they do not follow the routing protocol faithfully. The motivations for such re-programming could range from malicious objectives (e.g., to disrupt the operation of the network) to selfishness (e.g., to save precious resources such as battery power). The problem is that such compromised and misbehaving routers may have a profound negative effect on the performance of the network.

In order to mitigate the effect of misbehaving routers on network performance, a number of secured routing protocols have been proposed for ad-hoc networks (see e.g., [6] for a survey). These protocols use various mechanisms, such as cryptographic coding, multi-path routing, and anomaly detection techniques, to increase the resistance of the protocol against attacks. Unfortunately, the design of secure routing protocols is an error-prone activity, and indeed, most of the proposed secure ad-hoc network routing protocols turned out to be still vulnerable to attacks. This fact implies that the design of secure ad-hoc network routing protocols should be based on a systematic approach that minimizes the number of mistakes made in the design.

As an important step towards this goal, in this paper, we propose a formal method to verify the correctness of secure ad-hoc network routing protocols. Our approach is based on a new process calculus that we specifically developed for modeling the op-
eration of secure ad-hoc network routing protocols, and a proof technique based on deductive model checking. The systematic nature of our method and its well-founded semantics ensure that one can have much more confidence in a security proof obtained with our method than in a "proof" based on informal arguments. In addition, compared to previous approaches that attempted to formalize the verification process of secure ad-hoc network routing protocols [3][11][13], the novelty of our approach is that it can be fully automated.

The organization of the paper is the following: In Section 2 we describe the SRP protocol [14] as an example for a secure ad-hoc network routing protocol that we will use for illustration purposes throughout the paper. In Section 6 we give an overview of the most relevant related works. In Section 4 we introduce the syntax and the semantics of our process calculus. In Section 5 we demonstrate the expressive power of our calculus by modeling the operation of SRP and by formally representing a known security flaw in SRP. In Section 6 we discuss how the verification process can be automated and describe our deductive proof technique. In addition, we demonstrate the application of our method via an example. Finally, in Section 7 we conclude the paper and discuss our planned future work on this topic.

2 The SRP protocol and an attack on it

SRP is a secure on-demand source routing protocol for ad-hoc networks proposed in [14]. The design of the protocol is inspired by the DSR protocol [15], however, DSR has no security mechanisms at all. Thus, SRP can be viewed as a secure variant of DSR. SRP tries to cope with attacks by using a cryptographic checksum in the routing control messages (route requests and route replies). This checksum is computed with the help of a key shared by the initiator and the target of the route discovery process; hence, SRP assumes only shared keys between communicating pairs.

In SRP, the initiator of the route discovery generates a route request message and broadcasts it to its neighbors. The integrity of this route request is protected by a Message Authentication Code (MAC) that is computed with a key shared by the initiator and the target of the discovery. Each intermediate node that receives the route request for the first time appends its identifier to the request and re-broadcasts it. The MAC in the request is not updated by the intermediate nodes, as by assumption, they do not necessarily share a key with the target. When the route request reaches the target of the route discovery, it contains the list of identifiers of the intermediate nodes that passed the request on. This list is considered as a route found between the initiator and the target.

The target verifies the MAC of the initiator in the request. If the verification is successful, then it generates a route reply and sends it back to the initiator via the reverse of the route obtained from the route request. The route reply contains the route obtained from the route request, and its integrity is protected by another MAC generated by the target with a key shared by the target and the initiator. Each intermediate node passes the route reply to the next node on the route (towards the initiator) without modifying it. When the initiator receives the reply it verifies the MAC of the target, and if this verification is successful, then it accepts the route returned in the reply.

The basic problem in SRP is that the intermediate nodes cannot check the MAC in the routing control messages. Hence, compromised intermediate nodes can manipulate control messages, such that the other intermediate nodes do not detect such manipulations. Furthermore, the accumulated node list in the route request is not protected by the MAC in the request, hence it can be manipulated without the target detecting such manipulations.

In order to illustrate a known attack on SRP, let us consider the network topology shown in Fig. 1. Let us further assume that node $N_1$ initiates a route discovery to node $N_3$. The attacker node $A$ can manipulate the accumulated list of node identifiers in the route request such that $N_3$ receives the request with the list $(N_2, n, N_4)$, where $n$ is an arbitrary fake identifier. This manipulation remains undetected, because the MAC computed by $N_1$ does not protect the accumulated node list in the route request, and intermediate nodes do not authenticate the request. When the target $N_3$ sends the route reply, $A$ forwards it without modification to $N_1$ in the name of $N_2$. As the route reply is not modified, the MAC of the target $N_3$ verifies correctly at $N_1$, and thus, $N_1$ accepts the route $(N_1, N_2, n, N_4, N_3)$. However, this is a mistake, because there is no link between $N_2$ and $n$, and between $n$ and $N_4$.

Note that the above attack has been found by manual analysis of the protocol. However, there may be many similar attack scenarios (and indeed, there are), and manual analysis would be inefficient to find all of them. The very purpose of our formal verification method to be introduced in the upcoming sections of the paper is to make the analysis systematic and amenable for automation such that it can efficiently find all possible attacks against a protocol (within some limits of the underlying model).

3 Related works

Our purpose in this paper is to provide a formal modelling method for secure on-demand source routing protocols and a systematic and automatic method for detecting attacks similar to the attack we introduced in the previous section. Till now there
are only few works addressing this problem. Each method proposed in the most important related works \[1,3,7,8,12,17,19\] has numerous drawbacks that we will discuss in the following:

In works \[3,12\] the authors model the operation of the protocol participants by interactive and probabilistic Turing machines, where the interaction is realized via common tapes. This model enables us to be concerned with arbitrary feasible attacks. The security objective function is applied to the output of this model (i.e., the final state of the system) in order to decide whether the protocol functions correctly or not. Once the model is defined, the goal is to prove that for any adversary, the probability that the security objective function is not satisfied is negligible. The main drawback of this method is that the proof cannot be used directly for modelling routing protocols because it provides expressive syntax and semantics for reasoning of cryptographic primitives and operations. However, it lacks syntax and semantics for reasoning of broadcast communication, neighborhood, and communication range. Therefore, the applied \(\pi\)-calculus cannot be used directly for modelling routing protocols.

In order to give a formal and precise mathematical reasoning of the operation of routing protocols several process calculi have been proposed in the recent years. Among them the two works \[1,2\] are closest to our work.

In the works \[1,17\] the author proposes the process calculus, CMAN, for modelling mobile ad-hoc networks. The advantage of CMAN is that it includes syntax and semantics for modelling cryptographic primitives, neighborhood, broadcast communication. The main drawback of CMAN is that it does not provide syntax and semantics for modelling the accumulated knowledge of the attacker node, therefore, it cannot be directly used to model the attack scenario against SRP protocol we showed in the Section \[2\] or the similar attacks presented in \[3\]. In these attacks the attacker node waits and collects information it intercepts during the route discovery, which it uses later to construct messages that contain incorrect route. In order to model these kind of attacks we propose the notion of the active substitution with range in our calculus.

In \[2\] the authors propose the \(\omega\)-calculus. The main advantage of this calculus is that it has syntax and semantics for neighborhood, broadcast communication and mobility. The main drawback of this method is that the proofs and reasoning are still performed manually by hand.

Several works in the literature address the problem of automatic verification of routing protocols. In the works \[18,19\] the authors investigate the problem of verifying loop freedom property of routing protocols. In \[18\] the LUNAR protocol is verified using the SPIN, and UPPAAL model-checkers; in \[18\] the authors verified the DYMO protocol using graph transformation. In contrast to these works we propose an automatic verification method focused on verifying security properties of “secure” routing protocols instead of loop freedom property.

The two works that are most related to our work are \[7,8\]. In the works \[7\] and \[8\] the authors address the problem of verification security properties of secure routing protocols using the SPIN model-checker and CPAL-ES tools, respectively. The main drawbacks of these methods are that they suffer from expressiveness limitation. In particular, they cannot directly model cryptographic primitives and broadcast communications, instead they simulate cryptographic primitives with a series of bits \[7\] and broadcast communication with a sequence of unicast communication. In contrast to these works, our automatic verification method provides a direct modelling of cryptographic primitives and neighborhood.

## 4 Our calculus

In this section we define our calculus: Its syntax and informal semantics, as well as its operational semantics.

The advantage of our calculus is that its expressiveness allows for modelling broadcast communication, neighborhood, and transmission range like CMAN and the \(\omega\)-calculus, and cryptographic primitives like the applied \(\pi\)-calculus, however, compared to them it includes novelties such as the definition of active substitution with range that enables us to model the attacker’s knowledge base and attacks in the context of wireless ad-hoc networks. More precisely, our calculus can be seen as the combination of the three calculi with some extensions. More details about the novelties can be found in the technical report \[16\].

### 4.1 Syntax

We assume an infinite set of names \(N\) and variables \(V\), where \(N \cap V = \emptyset\). Further, we define a set of node identifiers (node ID) \(L\), where \(N \cap L = \emptyset\). Each node identifier uniquely identifies a node. Below the definition of term, denoted by \(t\), is given:

\[
t ::= \text{req} \mid \text{rep} \mid \text{RouteOK} \mid \text{undef} \mid \text{true} \mid c \mid n \mid f(x) \mid f(t_1, \ldots, t_k).
\]

Terms take their values from a set of data of different types, namely

- \(\text{req}\) and \(\text{rep}\) are unique constants that represent the \(\text{req}\) and \(\text{rep}\) tags in route request and reply messages;

\[33\]
• RouteOK is a special constant. The source node outputs RouteOK when it receives the reply message and all the verifications it makes on it are successful.

• undefined and true are special constants that we use during the analysis of the SRP protocol. More details will be given in Section 5.

• c models communication channels for unicast communications; n models some data;

• l models a node ID; x is a variable that models any term.

Finally, f is a function with arity k defined on terms. Hence, the definition can be seen as a recursive definition. Function is used to model cryptographic primitives, route request and reply messages. For instance, digital signature is modelled by the function \( \text{sign}(t_1, t_2) \), where \( t_1 \) models the message to be signed and \( t_2 \) models the secret key. Route request and reply messages are modelled by the function \( \text{tuple} \) of k terms \( \text{tuple}(t_1, \ldots, t_k) \), which we abbreviate as \( (t_1, \ldots, t_k) \).

The internal operation of nodes is modelled by processes. Processes can be inductively defined with the following syntax:

- The process \( \pi(t).P \) represents the unicast sending of message \( t \) on channel \( c \), followed by the execution of \( P \).

- The process \( c(x).P \) receives some message on channel \( c \) and binds it to every variable \( x \) occurs in process \( P \).

- The process \( (t).P \) represents the broadcast send of message \( t \), continued with the process \( P \).

- The process \( (x).P \) represents the broadcast receive of some message which will be bound to each occurrence of \( x \) in \( P \). Compared to the unicast case the two broadcast processes do not contain any certain channel, which intends to model that there is not a specified target.

- Processes \( [t_1 = t_2]P \) and \( [l \in \sigma]P \) mean that if \( t_1 = t_2 \) and \( l \in \sigma \), respectively, then process \( P \) is "activated", else it sticks and idle.

- The nil process 0 does nothing.

- Process \( \text{let } t = x \text{ in } P \) represents the binding of term \( t \) to every variable \( x \) that occurs in process \( P \).

- Process \( P|Q \) is the parallel composition of processes \( P \) and \( Q \) and behaves as processes \( P \) and \( Q \) running in parallel: each may interact with the other, or with the outside world, independently of the other.

- Finally, process \( !P \) represents the infinite replication of process \( P \).

Nodes are defined as \( [P]_l^\sigma \) which represents a node that has the identifier \( l \) and behaves as \( P \), and its transmission range covers the nodes whose identifiers are in the set \( \sigma \). Two nodes are neighbors if they are in each other’s range. We note that \( \sigma \) can be empty and a node is \([P]_l\), which means that the node has no connections.

A network, denoted as \( N \), can be an empty network with no nodes: \( N_0 \); a singleton network with one node: \([P]\); the parallel composition of nodes: \([P_1]_{l_1}^\sigma \| [P_2]_{l_2}^\sigma \), where \( \sigma_1 \) and \( \sigma_2 \) may include \( l_1 \) and \( l_2 \) respectively; and the composition of networks: \( N_1 \| N_2 \).

Finally, in order to model attackers that improve their knowledge by accumulating information they hear from their neighbors, we extend the syntax of networks with the active substitution with range: An extended network \( E \) is defined as follows:

- An extended network can be a plain network \( N \) that we already discussed above.

- An extended network can be a parallel composition of two extended networks: \( E_1|E_2 \).

- An extended network is equipped with the active substitution with range \( (t/x)\sigma \). This says that the substitution \( (t/x)\sigma \) binds term \( t \) to every variable \( x \) that occurs in any node \([P]_l^\sigma \) that is in parallel composition with \((t/x)\sigma\), and \( l \in \sigma \). Intuitively, \( \sigma \) is the range of the substitution \( (t/x)\). Again, we note that the notion of active substitution with range is novel compared with CMAN, the \( \omega \)-calculus and the applied \( \pi \)-calculus.

4.2 Semantics

The operational semantics of our calculus is defined by the internal reduction rules, structural equivalences and the labelled transition system (LTS) that composed of labelled transition rules. Due to space limitation in this paper we only introduce the most important rules. More details can be found in [16].

The internal reduction rules model the internal computation of nodes such as comparing two terms, while the labelled transition rules model the communication of nodes such as broadcast send and receive.

**Internal reduction rules**

\[
\begin{align*}
\text{(Red. Let)} & \quad \text{let } x = t \text{ in } P |^\sigma \rightarrow [P(|t/x)|^\sigma] \\
\text{(Red. If1)} & \quad [t = t]P|^\sigma \rightarrow [P|^\sigma] \\
\text{(Red. If2)} & \quad [t = s]P|^\sigma \rightarrow [0]^\sigma \text{ if } t \neq s \\
\text{(Red. In1)} & \quad [l \in \sigma]P|^\sigma \rightarrow [P_{\sigma/l}]^\sigma \text{ if } l \in \sigma \\
\text{(Red. In2)} & \quad [l \in \sigma]P|^\sigma \rightarrow [0]^\sigma \text{ if } l \text{ is not in } \sigma
\end{align*}
\]

The internal reduction relation is denoted by \( \rightarrow \). Rule (Red. Let) models the binding of term \( t \) to variable \( x \) in process \( P \). The rules (Red. If1) and (Red. If2) model the equality check of two terms. If the two terms are equal then the internal operation is followed by \( P \), else it sticks; Finally, the rules (Red. In1) and (Red. In2) check if the node ID \( l \) is in the set \( \sigma \).

In addition, internal reduction rules can be used to model mobility of nodes by the following rules:
(Reduction rules for mobility)

(1. Red. Connect) \[ P_{i_t}^{x \cdot \nu \cdot \Phi(x)} \overset{\sigma}{\rightarrow} \left\{ t \middle/ x \right\} \]

(2. Red. Disconnect) \[ P_{i_t}^{x \cdot \nu \cdot \Phi(x)} \overset{\sigma}{\rightarrow} \left\{ t \middle/ x \right\} \]

Where \( i_t \) is not in \( \sigma \).

(3. Red. Connect) \[ (Q_{i_t})^{x \cdot \nu \cdot \Phi(x)} \overset{\sigma}{\rightarrow} \left\{ t \middle/ x \right\} \]

(4. Red. Disconnect) \[ (Q_{i_t})^{x \cdot \nu \cdot \Phi(x)} \overset{\sigma}{\rightarrow} \left\{ t \middle/ x \right\} \]

Where \( i_t \) is not in \( \sigma \).

The rule (Red. Connect) models the scenario in which node \( i_t \) gets into the transmission range of the node \( l_1 \). This reduction relation is denoted by \( \rightarrow_{i_t \cdot l_1} \). Its counterpart is the rule (Red. Disconnect) that says node \( i_t \) gets out of the transmission range of the node \( l_1 \). This reduction relation is denoted by \( \rightarrow_{(i_t \cdot l_1)} \).

In the following, the most important labelled transitions are presented. Labelled transitions are used to model the communication of nodes, and play important roles in proofs. Labelled transitions are denoted by a labelled relation that is an arrow with a label: \( \rightarrow_{\sigma} \).

(4.3 Labelled bisimilarity in context of wireless ad-hoc networks and attacker’s knowledge base)

In this subsection we give a definition of labelled bisimilarity that says if two wireless ad-hoc networks are equivalent, meaning that they cannot be distinguished by an observer which can eavesdrop on communications.

Let the extended network \( E \) be \( \left\{ N \vdash \cdots \vdash \right\} |N_1| \cdots |N_n| \). The frame \( \Phi \) of \( E \) is the parallel composition \( \left\{ \vdash \cdots \vdash \right\} |N_1| \cdots |N_n| \) that models all the information that is output so far by the network \( E \), which is \( t_1, \ldots, t_n \) this case.

We say that two extended networks \( E_1 \) and \( E_2 \) are statically equivalent, denoted as \( E_1 \approx_s E_2 \), if their frames are statically equivalent. Two frames \( \Phi_1 \) and \( \Phi_2 \) are statically equivalent if they include the same number of active substitutions and same domain; and any two terms that are equal in \( \Phi_1 \) are equal in \( \Phi_2 \) as well. Intuitively, this means that the outputs of the two networks cannot be distinguished.

Definition 1 Labelled bisimilarity (\( \approx^L \)) is the largest symmetric relation \( \mathcal{L} \) on closed extended networks, such that \( E_1 \mathcal{R} E_2 \) implies: \( \mathcal{L}(E_1) = \mathcal{L}(E_2) \), \( C(E_1) = C(E_2) \), if

- \( E_1 \approx_s E_2 \);
- if \( E_1 \rightarrow E'_1 \), then \( E_2 \rightarrow^* E'_2 \) and \( E'_1 \mathcal{R} E'_2 \) for some \( E'_2 \);
- if \( E_1 \rightarrow^* E'_1 \), then \( \exists E'_2 \) such that \( E_2 \rightarrow^* \rightarrow^* E'_2 \) and \( E'_1 \mathcal{R} E'_2 \) for some \( E'_2 \).

Intuitively, this means that the outputs of the two networks of same topology cannot be distinguished during their operation. \( \mathcal{L}(E) \) and \( C(E) \) are the set of node IDs, and the neighborhood in \( E \), respectively. In particular, the first condition means that at first \( E_1 \) and \( E_2 \) are statically equivalent; the second condition says that \( E_1 \) and \( E_2 \) remains statically equivalent after internal reduction steps. Finally, the third condition says that if the node \( l \) in \( E_1 \) outputs something then the node \( l \) in \( E_2 \) outputs the same thing, and the "states" \( E'_1 \) and \( E'_2 \) they reach after that remain statically equivalent. Here, \( \rightarrow^* \) models the sequential execution of some internal reduction steps.

The accumulated knowledge of the attacker is defined as the frame with the identifier of the attacker \( l_n \) as parameter: \( \varphi(l_n) \). The frame \( \varphi(l_n) \) can be seen as the subset of the frame \( \varphi \) because it includes only such active substitutions \( \left\{ t \vdash \cdots \vdash \right\} (i \in 1, \ldots, n) \) where \( l_n \in \sigma \). Formally,
\[ \varphi(i_{a}) = \left\{ x_{i} / s_{j} \right\}^{s_{j}} \left\{ x_{i} / s_{j} \right\}^{w_{j}} \ldots \left\{ x_{i} / s_{j} \right\}^{s_{n}}, \]

where \( i_{a} \in \sigma_{i}, i_{a} \in \sigma_{j}, \ldots, i_{a} \in \sigma_{k}, \) and \( \{i, j, \ldots, k\} \subseteq \{1, 2, \ldots, n\}. \)

5 Application of our calculus

Next we demonstrate the usability of our calculus by modelling the SRP protocol and the attack shown in Section 2. The scenario in Section 2 is modelled by the extended network defined as:

\[ \text{netw} \equiv \{ P_{1} [l/l_{1}^{d/l_{1}}] \{ P_{2} [l/l_{2}^{d/l_{2}}] \{ P_{3} [l/l_{3}^{d/l_{3}}] \{ P_{4} [l/l_{4}^{d/l_{4}}] \} \} \} \} \]

where the description of the nodes in the parallel compositions above corresponds to \( N_{1}, N_{2}, A, N_{3}, \) and \( N_{4}, \) respectively.

We use the following functions: The function \( \text{mac}(t_{1}, t_{2}) \) computes the message authentication code of the message \( t_{1} \) using the secret key \( t_{2}. \) The shared key between the nodes \( l_{1} \) and \( l_{2} \) is modelled by the function \( k(l_{1}, l_{2}). \) The function \( \text{list}(l_{1}, \ldots, l_{n}) \) models the list of node IDs, and \( \text{list()} \) models the empty ID list. Functions \( \text{prev}(\text{List}, l_{i}) \) and \( \text{next}(\text{List}, l_{i}) \) return the element right before and after \( l_{i} \) in the list \( \text{List}, \) respectively; they return \( \text{undef} \) if there is no any element before or after \( l_{i}. \) Function \( \text{toend}(\text{List}, l_{i}) \) that appends \( l_{i} \) to the end of \( \text{List}. \) Functions \( \text{fist}(\text{List}) \) and \( \text{last}(\text{List}) \) represent the first, and last element of \( \text{List}, \) respectively. Function \( \text{t}(t_{1}, \ldots, t_{n}) \) returns the \( i \)-th \((i \in \{1, \ldots, n\})\) element \( t_{i} \) of the tuple \( (t_{1}, \ldots, t_{n}). \)

We note that in case of ad-hoc network, generally the behaviour of nodes can be specified in the same way meaning that every node can be a source, an intermediate node, and a destination node. However, for the sake of brevity, below we specifically consider the scenario in Section 2 and define the behaviour of nodes according to the scenario. This is sufficient to prove the vulnerability of SRP. The operation of the source node is specified as follows:\footnote{Due to page limitation we omit the presence of sequence number and message ID in messages, but we note that our attack works in the same way in the presence of them.}

\[ P_{1} \equiv \text{let MAC}_{13} = \text{mac}(\langle l_{1}, l_{3} \rangle, k(l_{1}, l_{3})) \text{ in Init}. \]

\[ \text{Init} \equiv \langle \text{req}, l_{1}, l_{3}, \text{MAC}_{13}, \text{list}() \rangle :: \text{Rep}_{1}. \]

\[ \text{Rep}_{1} \equiv \langle x_{\text{req}}, 1 \rangle \{ 1(x_{\text{req}}) = l_{1} \} \{ 2(x_{\text{req}}) = \text{rep} \} \]

\[ \{ 3(x_{\text{req}}) = l_{1} \} \{ 4(x_{\text{req}}) = l_{3} \} \]

\[ \{ \text{fist}(5(x_{\text{req}})) \in \{ l_{2}, l_{1} \} \} \]

\[ \{ \text{mac}(\langle l_{1}, l_{3}, 5(x_{\text{req}}) \rangle, k(l_{1}, l_{3})) = 6(x_{\text{req}}) \} \]

\( \langle \text{RouteOK} \rangle 0. \)

Intuitively, the first row models that the node \( l_{1} \) computes the MAC using the key it shares with the destination node \( l_{3}. \) The second row means that node \( l_{1} \) generates the route request message that includes the ID of the source and the target nodes, and the message authentication code \( \text{MAC}_{13}, \) then \( l_{1} \) broadcasts it and waits for the reply. The exclamation mark models the infinite replication of \( \text{Rep}_{1}. \) Finally, the third row means that when \( l_{1} \) receives a message, it checks whether (i) it is the addresser,

(ii) the message is a reply, (iii) the ID of the source and the target nodes, and (iv) the message authentication code are correct. If all are correct then it signals the special constant \( \text{RouteOK}. \)

The description of the process \( P_{2} \) is the following:

\[ P_{2} \equiv \langle y_{\text{req}}, 1 \{ 1(y_{\text{req}}) = \text{req} \} \}

\[ \{ 1(y_{\text{req}}), 2(y_{\text{req}}), 3(y_{\text{req}}), 4(y_{\text{req}}), \text{toend}(5(y_{\text{req}}), l_{2}) \} :: \text{Rep}_{2}. \]

\[ \text{Rep}_{2} \equiv \langle y_{\text{req}}, 1 \{ 1(y_{\text{req}}) = l_{2} \{ 2(y_{\text{req}}) = \text{rep} \}

\[ \{ \text{next}(5(y_{\text{req}}), l_{2}) \in \{ l_{1}, l_{3} \} \}

\[ \langle l_{1}, 2(y_{\text{req}}), 3(y_{\text{req}}), 4(y_{\text{req}}), 5(y_{\text{req}}), 6(y_{\text{req}}) \rangle 0. \]

Intuitively, on receiving a message node \( l_{2} \) checks if it is a request, if so then node \( l_{2} \) appends its ID to the end of the ID list, then re-broadcasts the request and waits for a reply. When it receives the reply message it checks (i) if the message is intended to it, (ii) the message is a reply, (iii) the ID next to \( l_{2} \) in the list corresponds to the neighbors of node \( l_{2} \) and forwards the reply to the source node \( l_{1} \) if all verification steps pass.

Finally, the operation of the destination node is modelled as:

\[ P_{3} \equiv \langle z_{\text{req}}, 1 \{ 1(z_{\text{req}}) = \text{req} \{ 3(z_{\text{req}}) = l_{3} \}

\[ \{ \text{mac}(\langle 2(z_{\text{req}}), 3(z_{\text{req}}), k(l_{1}, l_{3}) \rangle = 4(z_{\text{req}}) \}

\[ \text{let MAC}_{31} = \text{mac}(\langle 1(z_{\text{req}}), 2(z_{\text{req}}), 3(z_{\text{req}}), 5(z_{\text{req}}) \rangle, k(l_{1}, l_{3})) \text{in}

\[ \text{let } l_{\text{prev}} = \text{last}(5(z_{\text{req}})) \text{ in } \langle l_{\text{prev}}, 2(z_{\text{req}}), 3(z_{\text{req}}), 5(z_{\text{req}}, \text{MAC}_{31}) \rangle 0. \]

Intuitively, on receiving a message node \( l_{3} \) checks (i) if the message is a request, and (ii) it is the destination, and verifies the MAC embedded in the request using its shared key with \( l_{1}. \) If so then node \( l_{3} \) creates a reply message and sends it back to the last node in the list.

The description of the node \( l_{4} \) is the same as the node \( l_{2} \) with the difference that it appends \( l_{4} \) to the list instead of \( l_{2}. \) We refer the reader to [16] for details.

We give the model \( (M_{3}) \) of the attacker node as follows: We assume that the attacker cannot forge the message authentication codes \( \text{MAC}_{13} \) and \( \text{MAC}_{31} \) without possessing correct keys. Initially, the attacker node knows the IDs of its neighbors \( \{l_{1}, l_{2}, l_{3}, l_{4}\}. \) The attacker can create new data \( n, \) and can append elements of \( \{l_{1}, l_{2}, l_{3}, l_{4}\}, \) and \( n \) to the end of the ID list it receives. Finally, it can broadcast and unicast its messages to honest nodes.

The attacker overhears only messages sent by its neighbors. The attacker combines this accumulated knowledge and its initial knowledge to perform attacks. Let \( T_{\text{pr}} \) be a tuple that consists of the elements in \( \{l_{1}, l_{2}, l_{3}, l_{4}\}. \)

Formally, the operation of the attacker node is defined as follows: \( P_{A} \equiv \langle \tilde{x}, v(n) \rangle \text{.} \)

Finally, the third row means that when \( l_{1} \) receives a message, it checks whether (i) it is the addresser,
As the next step, we define an ideal model of netw, denoted as netw\_spec. The definition of netw\_spec is the same as netw except that the description of N_t is \( P_1^{spec}(l_3, l_0) \). Process P\_spec models the ideal operation of the source node N_t in the sense that although the source node does not know the route to the destination it is equipped with the special function consistent(List) that informs it about the correctness of the returned route.

We define this ideal source node as follow:

\[
P_1^{spec} \overset{def}{=} \text{let } MAC_{13} = mac((l_1, l_3), k(l_1, l_3)) \text{ in } \text{Init}_{spec}.
\]

\[
\text{Init}_{spec} \overset{def}{=} ((\text{req}, l_1, l_3, MAC_{13}, \text{list}())).!\text{Rep}_{spec}.
\]

\[
\text{Rep}_{spec} \overset{def}{=} (x_{rep}) \text{|} (1(x_{rep}) = l_1) \text{|} (2(x_{rep}) = rep)
\]

\[
[3(x_{rep}) = l_1][4(x_{rep}) = l_2][f_{st}(5(x_{rep})) \in \{l_2, l_3\}]
\]

\[
[mac(l_1, l_3), k(l_1, l_3) = 6(x_{rep})]
\]

\[
[\text{consistent}(5(x_{rep})) = \text{true}] \text{.} \langle \text{RouteOK}, 0 \rangle
\]

Intuitively, in the ideal model, every route reply that contains a non-existent route is caught and filtered out by the initiator of the route discovery. Therefore, security is achieved by definition.

Next we give the definition of secure routing based on labelled bisimilarity:

**Definition 2** A routing protocol is said to be secure if for all extended networks E and its corresponding ideal network E\_spec where both include the same but arbitrary attacker node, we have: \( E \approx^N E\_spec \).

**Theorem 1** The SRP protocol is insecure.

**Proof 1** (Sketch) We will show that netw \( \approx^N \) netw\_spec does not hold in the presence of the attacker M\_\alpha because the third condition of the Definition \[7\] is violated. When the attacker node receives the request message (req, l_1, l_3, MAC_{13}, \{l_2\}) from node l_2, it creates some new fake node identifier n, then it adds n and the identifier l_4 to the list \{l_2\}, then it re-broadcasts (req, l_1, l_3, MAC_{13}, \{l_2, n, l_4\}). When this message reaches the target node l_3 it passes all the verifications made by l_3. Then, node l_3 generates the reply (l_4, rep, l_1, l_3, MAC_{13}) and sends it back to l_3. The attacker node overhears this message and forwards it to the source l_1 in the name of l_2. As the result, in netw node l_1 accepts the returned invalid route \{l_2, n, l_4\} and outputs RouteOK by the transition step. However, in netw\_spec node l_1 does not accept the returned route, thus, RouteOK is not output. Formally, at this point netw\_spec cannot perform the transition \( \langle x_3, o_3 \rangle \rightarrow \langle l_1, l_4 \rangle \), which violates the third condition of Definition \[7\].

**6 On automating the verification**

In this section, we present a novel automated verification technique based on deductive model checking. The novelty of our method compared with the other related works is that it supports explicit modelling of cryptographic primitives which is not the case in \[2, 7\]. Compared to \[3, 11\] our method can be fully automated. Our technique was inspired by the ProVerif automatic verification tool \[9\], however, as opposed to \[9\] it is designed for verifying routing protocols and includes numerous novelities such as broadcast communications, neighborhood, and considers an attacker model specific to wireless ad hoc networks.

The reason why we propose a custom verification algorithm and not apply directly existing frameworks, such as the Process Analysis Toolkit (PAT) \[20\], is that in their current version they are very cumbersome to use for finding these kind of subtle attacks against secure routing protocols. Currently PAT does not support any special module for secure routing protocols. Although PAT supports the CSP module that is based on algebra, the verification engine of CSP is not optimized for verifying secure routing protocols due to the lack of formal syntax and semantics. Furthermore, we found that the verification engine of the ProVerif tool is very effective and closely related to our problem. Finally, this engine can be extended/modified for secure routing protocols in a straightforward way.

**6.1 From the process calculus to Horn-clauses**

In the ProVerif verification tool \[9\], the input of the tool is the protocol description in the syntax of the applied \( \pi \)-calculus. The tool then translates this to Prolog rules, which are Horn clauses, to make automatic reasoning. Following this concept, in our verification method, routing protocols are specified in the syntax of our calculus. This is then translated to Horn-clauses using translation rules. The reader can find details in \[16\].

Terms \( t \) in the calculus are translated to patterns \( p \) of Horn-clauses that is defined as follows: Variables \( x \) and node IDs \( l \) in the calculus are translated to \( x^p \) and \( l^p \) of Horn clauses, respectively. The attacker node has the unique identifier \( l^p\_att \). Node identifiers are atomic values (i.e., constants). Data \( n \) and function \( f \) are encoded as functions with arity \( k \) and \( t \): \( n[p_1, \ldots, p_k] \), and \( f(p_1, \ldots, p_i) \), respectively. Finally, \( s \) is a special variable that takes values from the set \{honest, advr\}, where honest and advr are constants.

The protocol and the computation ability of the attacker are modelled by the implication rules (clauses) of the form \( F_1 \wedge \ldots \wedge F_n \rightarrow C \), where \( F_i \) and \( C \) are facts that are defined as predicate application \( pred(p_1, \ldots, p_m) \). The left side of the rule is called as hypothesis while the right side is called as conclusion.

In our method the rules use the facts \( \text{wm}(p) \) and \( \text{att}(p) \) which model the wireless medium and the attacker know the pattern \( p \), respectively. The fact \( \text{routeok}(s) \) is used for signalling that the returned reply has been accepted by the source node.

We will discuss \( \text{routeok}(s) \) in detail later. In addition, the fact \( \text{route}(l^p\_src, l^p\_dest) \) is used to assign the source node \( l^p\_src \) and the target node \( l^p\_dest \) for a given route discovery. Finally, the fact \( \text{nbr}(l^p, l^p\_j) \) models that node \( l^p\_j \) is in the transmission range of node \( l^p\).
6.2 Generating protocol clauses

We exploit the fact that each node behaves in the same way in a route discovery phase of routing protocols. Hence, the operation of every node can be uniformly defined as follows:

\[ P_i \triangleq \alpha_1 \text{Init}^P_i I\beta_1 \text{Interm}^P_i I\beta_1 \text{Dest}^P_i \]

Every node can start a route discovery towards any other node, in this case the Init process is invoked. Every node can be an intermediate node, in which case its Interim process is invoked. Finally, every node can be a target node when the Dest process is invoked. We note that the specified structure of each process depends on the specified routing protocol. However, in general form \( P_i \) can be modelled as:

\[ \begin{align*}
\text{Init}^P_i & \triangleq \alpha_1 \text{Init}^P_i \cdot \text{Prot}^P_i \cdot \text{msgreq}^P_i I\beta_1 \text{Rep}^P_i, \\
\text{Rep}^P_i & \triangleq (\text{msgreq}) \cdot \text{Verif}^P_i \cdot \text{RouteOK}, \\
\text{Interm}^P_i & \triangleq \alpha_1 \text{Interm}^P_i \cdot \text{msgreq}^P_i I\beta_1 \text{Rep}^P_i, \\
\text{Rep}^P_{\text{Interm}} & \triangleq (\text{msgreq}) \cdot \text{Verif}^P_{\text{Interm}} I\beta_1 \text{msgreq}, \\
\text{Dest}^P_i & \triangleq \alpha_1 \text{Dest}^P_i \cdot \text{msgreq}^P_i I\beta_1 \text{msgreq}.
\end{align*} \]

Process Init\( P_i \) receives on the channel \( c_P \) the ID of the destination node to which it starts the route discovery. Then \( P_i \) goes through a protocol dependent processing part Prot\( \text{Init} \), followed by broadcasting the request \( \text{msgreq} \) and then it waits for the reply at the end.

On receiving a reply \( \text{msgrep} \), process Rep\( \text{Init} \) does verification steps in a protocol dependent manner and then signals the term RouteOK if \( \text{msgrep} \) passes all verifications.

Process Interim\( P_i \) describes the case when \( P_i \) is an intermediate node and says that when \( P_i \) receives some request \( \text{msgreq} \) it goes through a protocol dependent processing part Prot\( \text{Interm} \), and re-broadcasts the request \( \text{msgreq} \). Finally, it waits for the reply.

On receiving a reply \( \text{msgrep} \), process Rep\( \text{Interm} \) does verification steps in a protocol dependent manner and then forwards the reply \( \text{msgrep} \).

Process Dest\( P_i \) describes the case when \( P_i \) is a destination node and says that when \( P_i \) receives some request \( \text{msgreq} \) it does verification steps and then sends back the reply \( \text{msgrep} \).

We assume that the reply messages \( \text{msgreq} \) include the information of the addressee. Hence, when a node receives a reply it can check whether the reply is intended to it.

The exclamation mark ‘!’ models replication, where \( i \) is a session identifier to distinguish different process instances in replication. Session identifier further is used to track attack traces.

Process \( P_i \) is then translated to the protocol rules. A routing protocol modelled by \( P_i \) is specified in the following clauses that serve as a template of the correct operation of the routing protocol:

(Protocol rules: Template of the correct operation) \( \alpha_1 \) :=

\[ \begin{align*}
R_1^{\text{req}} & \cdot \text{route}(\text{msgreq}, \text{msgrep}) p_{\text{msgrep}} \xrightarrow{\text{msgrep}} \text{msgrep} \],
\end{align*} \]

\[ \begin{align*}
R_2^{\text{req}} & \cdot \text{wm}(\text{msgrep}) \xrightarrow{\text{msgrep}} \text{msgrep}, \\
R_3^{\text{req}} & \cdot \text{wm}(\text{msgrep}) \xrightarrow{\text{msgrep}} \text{msgrep}.
\end{align*} \]

When a message is received by an attacker node:

\[ \begin{align*}
R_1^{\text{att}} & \cdot \text{wm}(\text{msgrep}) \xrightarrow{\text{msgrep}} \text{msgrep}, \\
R_2^{\text{att}} & \cdot \text{wm}(\text{msgrep}) \xrightarrow{\text{msgrep}} \text{msgrep}.
\end{align*} \]

We note that these rules represent the protocol independent form, however, in specified protocols such as SRP, the translation will take into account the Verif and ProtDep parts. This may yield additional rules, and hypotheses. See Section 6.6 for examples. Verif\( \text{acts} \), Verif\( \text{Interm} \), and Verif\( \text{Dest} \) are set up by a conjunction of fact(s).

We assume that the route request and reply messages \( \text{msgreq} \) and \( \text{msgrep} \) include identifiers of the nodes from which they are received. The identifiers are specified by the patterns \( \text{msgreq} \) and \( \text{msgrep} \).

Rules \( R_1^{\text{req}} \) and \( R_2^{\text{req}} \) model the operation of the source node. In particular, rule \( R_1^{\text{req}} \) says that the source node \( \text{msgreq} \) generates the request message \( \text{msgreq} \) and then broadcasts it. Rule \( R_1^{\text{req}} \) says that if the source node receives a reply message and if all verification steps the source node made on the reply pass then the returned route is accepted, this is modelled by the derivation of the fact \( \text{routeok} \). The variable \( s \) is a flag that takes its value from the set \{honest, advr\}, and is used to determine whether the attacker node intercepts a reply message (when \( s = \text{advr} \)) during the route discovery or not (when \( s = \text{honest} \)). More precisely, the derivation of the fact \( \text{routeok} \) means that the request or reply are modified by honest nodes only, while when \( \text{routeok} \) is derived the messages are manipulated by the attacker node. The variable \( s \) is appended after each reply message forming the tuples \( (\text{msgreq}, s) \), \( (\text{msgrep}, s) \), \( (\text{msgreq}, s) \), and \( (\text{msgrep}, s) \).

Rules \( R_1^{\text{req}} \) and \( R_2^{\text{req}} \) model the operation of intermediate nodes. In particular, rule \( R_2^{\text{req}} \) says that if the node \( \text{msgrep} \) is in the transmission range of the \( \text{msgreq} \) then node \( \text{msgrep} \) receives the request \( \text{msgreq} \) sent by \( \text{msgreq} \). The messages \( \text{msgreq} \) and \( \text{msgrep} \) can be the same depending on the specified protocol. After processing the request \( \text{msgreq} \) node \( \text{msgrep} \) re-broadcasts it. Rule \( R_2^{\text{req}} \) says that if an intermediate node receives the message tuple \( (\text{msgrep}, s) \) then it makes verification steps. If all verifications pass it appends \( s \) unchanged to the reply \( \text{msgrep} \), and forwards the message tuple \( (\text{msgrep}, s) \). Again, the messages \( \text{msgreq} \) and \( \text{msgrep} \) could be the same depending on the specified protocol.

The rule \( R_3^{\text{req}} \) models the operation of the destination node and says that if the destination node \( \text{msgrep} \) is the neighbor of some honest intermediate node \( \text{msgrep} \) then the destination receives the request \( \text{msgreq} \). If all the verifications made by the destination pass it generates a reply \( \text{msgrep} \) and adds the flag honest signalling.
that the attacker still has not seen the reply. Finally, it sends back the tuple \((y^\text{msgreq}, \text{honest})\).

Rules \(R_1^\text{att}\) and \(R_2^\text{att}\) concern the case when the attacker node \(p^\text{att}\) intercepts the request \(y^\text{req}\) and reply \(y^\text{rep}\) because it is a neighbor of some honest node \(y^\text{from}\).

6.3 Knowledge and computation ability of the attacker

The ability of an attacker node is represented in the following rules. These rules represent the strongest actions that can be performed by the attacker node \(p^\text{att}\).

\[
(Init. \text{ knowl.}) := \forall l^\text{att} \text{ neighbors of } p^\text{att}, \quad
I_1. \ att(l^\text{att}), \ att(p^\text{att}); \quad I_2. \ att(k(l^\text{att}, p^\text{att})); \quad I_3. \ nbr(l^\text{att}, p^\text{att}).
\]

\(I_1\) means that initially the attacker knows its own ID and the ID of its honest neighbors. \(I_2\) means that the attacker possesses all the keys it shares with the honest nodes. Finally, \(I_3\) means that the attacker is aware of its neighborhood.

In addition, we define a strong computation ability for the attacker node as follows:

\[
(\text{Computation ability - protocol independent}) := C_1. \ att(i) \rightarrow att(n[i])
\]

\[
C_2. \text{For each public function } f \text{ of } n\text{-arity} \quad \text{att}(x^1) \wedge \ldots \wedge \text{att}(x^n) \rightarrow att(f(x^1, \ldots, x^n))
\]

\[
C_3. \text{For each public function } g \text{ that} \quad g(f(x^1, \ldots, x^n), y^p) \rightarrow x^g : \quad \text{att}(f(x^1, \ldots, x^n)) \wedge \text{att}(y^p) \rightarrow \text{att}(x^g)
\]

\[
C_4. \text{att}(y^\text{req}) \wedge \text{nbr}(p^\text{att}, y^\text{att}) \wedge \text{Verif}^\text{acts} \quad \overset{p_{\text{bs}}}{\rightarrow} \text{wm}(y^\text{msgreq}).
\]

\[
C_5. \text{att}(y^\text{rep}, y^\text{att}) \wedge \text{Verif}^\text{acts} \quad \overset{p_{\text{bs}}}{\rightarrow} \text{wm}(y^\text{msgrep}, \text{advr}).
\]

\[
C_6. \text{att}(z^\text{req}) \wedge \text{nbr}(p^\text{att}, p^\text{dest}) \wedge \text{Verif}^\text{acts} \quad \overset{p_{\text{bs}}}{\rightarrow} \text{att}(z^\text{msgreq}, \text{honest}).
\]

\[
C_7. \text{att}(x^\text{rep}, y^\text{att}) \wedge \text{nbr}(p^\text{att}, p^\text{src}) \wedge \text{Verif}^\text{acts} \quad \overset{p_{\text{bs}}}{\rightarrow} \text{routeok(advr)}.
\]

Rule \(C_1\) means that the attacker node can create arbitrary new data \(n\) such as fake identifiers, where \(i\) is a session ID to identify that the data is created in which protocol run. Rule \(C_2\) means that the attacker can generate arbitrary messages based on its actual knowledge. Rule \(C_3\) means that the attacker can perform computation on function \(f\). For instance, if \(f\) is a digital signature \(\text{sign}\) then its corresponding "inverse" function \(g\) is which is checksign can be performed to verify the signature. The set of functions depends on the protocol we are examining.

The rules \(C_4^\ast, C_5^\ast, C_6^\ast\) and \(C_7^\ast\) say that the attacker can broadcast the messages it has. Rule \(C_2^\ast\) describes the case in which the attacker broadcasts the request \(y^\text{req}\) that is received by its neighbor \(y^\text{from}\), who then outputs some message \(y^\text{msgreq}\) if all verifications it made on \(y^\text{req}\) (modelled by Verif\text{acts}) pass. Rule \(C_3^\ast\) says that the reply \(y^\text{rep}\) forwarded by the attacker is overheard by its neighbor \(y^\text{from}\) who then forwards the reply with the flag \(\text{advr}\) signalling that the reply is forwarded by the attacker. Rule \(C_4^\ast\) concerns the scenario when the destination node \(p^\text{dest}\) and the attacker node \(p^\text{att}\) are neighbors of each other and says that if the request \(z^\text{req}\) broadcasted by \(p^\text{att}\) passes all the required verifications then the destination sends back a reply message along with the flag \(\text{honest}\) signalling that the reply is just generated and has not been seen by the attacker. Finally, rule \(C_6^\ast\) concerns the scenario when the source node \(p^\text{src}\) is a neighbor of the attacker \(p^\text{att}\) and says that if the reply \(z^\text{rep}\) forwarded by \(p^\text{att}\) passes all the required verifications made by \(p^\text{src}\) then the reply is accepted. The implication \(\rightarrow\) includes the message and session ID that required for tracking attacks.

6.4 Deductive algorithm

The operation of a routing protocol is modelled by resolution steps, defined as follows:

\[
\text{Definition 3} \quad \text{Given two rules } r_1 = H_1 \rightarrow C_1, \text{ and } r_2 = F \land H_2 \rightarrow C_2, \text{ where } F \text{ is any hypothesis of } R_2, \text{ and } F \text{ is unifiable with } C_1 \text{ with the most general unifier } \sigma, \text{ then the resolution } r_1 \circ_F r_2 \text{ of them yields a new rule } H_1 \sigma \land H_2 \sigma \rightarrow C_2 \sigma.
\]

Let us recall the example in Fig. [1]. The resolution \(r_{\text{route}}(p^\text{src}, p^\text{dest}, F, \text{MAC})\) where \(p = (\text{req}, x^\text{src}, p^\text{dest}, \text{MAC})\) for \(F = \text{route}(x^\text{src}, x^\text{dest}, \text{MAC})\) yields the fact \(\text{wm}(p^\text{src}, p^\text{dest}, p^\text{dest}, \text{MAC})\) with the unifier \(\{x^\text{src} \leftarrow p^\text{src}, x^\text{dest} \leftarrow p^\text{dest}\}\). This resolution step models the broadcasting of the route request message \((\text{req}, x^\text{src}, x^\text{dest}, \text{MAC})\) generated by node \(p^\text{src}\).

In the following we give a sketch of the deductive algorithm of our method. More details can be found in [16].

\[
\text{Algorithm 1} \quad \text{The input of the algorithm is the tuple } (T_0, \{N^\text{init}\}, \{N^\text{src}\}, \text{route}(p^\text{src}, p^\text{dest}, K, A) : T_0 \text{ is the set of protocol rules; the two sets } \{N^\text{init}\} \text{ and } \{N^\text{src}\} \text{ specify the neighborhood of the honest node } p^\text{init} \text{ and the attacker node } p^\text{att}; \text{ the set of facts } \text{nbr}(p^\text{src}, p^\text{dest}), \text{nbr}(p^\text{att}, p^\text{src}), \text{respectively; the fact } \text{route}(p^\text{src}, p^\text{dest}) \text{ specifies the source and target nodes for a given route discovery; } A \text{ and } K \text{ are the sets of attacker computation rules and the knowledge base of the attacker, respectively.}
\]

The algorithm is based on the breadth-first search to reach the destination node \(p^\text{dest}\) from the source \(p^\text{src}\). Each node broadcasts its message to neighbors. This is modelled by resolution steps at each node. The algorithm starts with the resolution \(r_{\text{route}}(p^\text{src}, p^\text{dest}, K, A) \circ_R \text{route}(x^\text{src}, x^\text{dest}, p^\text{att})\), which says that the source node broadcasts the request. The request is then forwarded by intermediate nodes, which are modelled by the resolutions of rules \(R_2^\text{att}\) or \(R_3^\text{att}\) in \(T_0\) with the conclusions resulted in the previous resolutions.

When the destination node receives a request it sends back a reply if the verifications it made on the request were successful, this scenario is modelled by the rule \(R_3^\text{req}\)
The backward propagation of the reply is modelled by the resolution steps between the results of a previous resolution with the rules $R_{2}^{eq}$, $R_{1}^{eq}$. Resolutions with rule $R_{2}^{eq}$ means that the reply is returned to intermediate nodes, while resolutions with rule $R_{1}^{eq}$ model the scenario in which the reply reaches the source node and is accepted.

When the attacker node intercepts a message $p$ broadcasted by one of its neighbors (happens when resolutions made by the algorithm includes $R_{1}^{att}$ or $R_{2}^{att}$) it adds the new fact $att(p)$ into $\mathcal{K}$. This step represents that the attacker collects information during the route discovery. After updating its knowledge, the attacker attempts to construct incorrect messages and forwards them to honest nodes based on the collected information $\mathcal{K}$ and its computation rules $\mathcal{A}$.

**Theorem 2** If there is an attack for a given network topology $N$ and tuple $(l_{p}^{\text{src}}, l_{p}^{\text{dest}}, l_{\text{init}}^{\text{dest}})$ then the algorithm will find some attack.

The proof of this theorem is complicated and we need to take into account auxiliary definitions and theorems. Due to page limitation we refer the reader to [16] for details. In the next theorem we discuss the complexity of the algorithm. Because the algorithm is mostly based on resolution steps, below we provide the complexity by upper bound the number of total resolution steps.

**Theorem 3** Let us assume that $\text{Verif}_{\text{init}}^{\text{facts}}$, $\text{Verif}_{\text{interm}}^{\text{facts}}$ and $\text{Verif}_{\text{dest}}^{\text{facts}}$ are empty. The number of resolution steps made by the algorithm is upper bounded by $(|D| + 2)(|N| + |E|) + |B|$, where $|N|$, $|E|$ are the number of nodes and edges of the topology; $|D|$ is the total number of incorrect messages created by the attacker during the algorithm that are accepted by its honest neighbors; and $|B|$ is the total number of the resolution steps (computation steps) made by the attacker during the algorithm. For practical reasons both $|D|$ and $|B|$ are assumed to be finite.

**Proof 2** (sketch) The propagation of a request from the source to the destination can be seen as a breadth-first traversing in the graph. In case there is no attacker in the network, the algorithm performs at most $|N| + |E|$ resolution steps. The same is true regarding the propagation of the reply. Note that in most cases the reply is returned by unicast sending instead of broadcast, thus, the number of resolution steps equals to the length of the route. Taking into account the attacker node, whenever it intercepts a new request/reply it attempts to compute incorrect messages that will be accepted by its honest neighbors. These incorrect messages will propagate to the source/destination, which takes at most $|D|(|N| + |E|)$ resolution steps. Finally, the total resolution steps made by the attacker to construct incorrect messages is $|B|$.

We note that in case $\text{Verif}_{\text{init}}^{\text{facts}}$, $\text{Verif}_{\text{interm}}^{\text{facts}}$, and $\text{Verif}_{\text{dest}}^{\text{facts}}$ are not empty, the complexity depends on the maximal number and the type of the facts they contain. In a general case the complexity can be exponential, however, by taking into account the property of the specified protocols and properly restricting the attacker ability this complexity can be reasonably reduced as in case the SRP protocol.

6.5 Derivability and derivation tree

In order to give the definition of derivability and graphical representation of the reasoning in the previous subsection we introduce the notion of derivation tree.

**Definition 4** We say that $F$ is a closed fact if it does not contain any variable.

For example $\text{routeok(honest)}$, $\text{routeok(advr)}$ and $\text{route}(l_{\text{src}}, l_{\text{dest}})$ are closed facts. However, $\text{route}(x_{\text{src}}, x_{\text{dest}})$ is not closed.

**Definition 5** Let $F$ be a closed fact. Let $C$ be a set of clauses. A derivation tree of $F$ from $C$ is a finite tree defined as follows:

1. Its nodes are labelled by the name of the rule that is applied in the resolution. In our case these rules can be the protocol rules $R_{4}^{eq}, \ldots, R_{3}^{eq}$, $R_{2}^{att}$, $R_{1}^{att}$, or the attacker rules $I_{1}$, $I_{2}$, $I_{3}$, $C_{1}$, $C_{2}$, $C_{3}$, $C_{4}$, $C_{4}^{2}$, $C_{4}^{3}$, and $C_{4}^{4}$. In addition, nodes can be captioned by the pair $(p, i)$.

2. Its edges are labelled by the facts using in the resolution steps. Incoming edges represent the hypotheses of the rule that is applied in the resolution steps while the outgoing edge represents the conclusion of the rule.

If the tree contains a node such that:

(i) it is labelled by the rule $R$, where $R = R_{1}^{att} \land \ldots \land R_{n}^{att} \rightarrow C'$, $H_{p}^{i}$ ($1 \leq i \leq n$) and $C'$ are not closed facts; (ii) it has the incoming edges labelled by $H_{1}$, $H_{2}, \ldots$, $H_{n}$ and an outgoing edge $C$, where $H_{1}$ ($1 \leq i \leq n$) and $C$ are closed facts.

Then the $n$ resolutions $H_{1} \circ R$ of the $n$ facts $H_{1}$ ($1 \leq i \leq n$) and the rule $R$ are successful with the unifiers $\sigma_{i}$ ($1 \leq i \leq n$), and the result of the resolutions is the conclusion $C$, where $C = C' \sigma_{1} \ldots \sigma_{n}$.

In short, this means that the closed fact $C$ can be derived from $H_{1}, H_{2}, \ldots, H_{n}$ using rule $R$.

The right side of the Fig. 2 shows the resolution $\text{route}(l_{p}^{\text{src}}, l_{p}^{\text{dest}}) \circ_{\text{route}(x_{\text{src}}, x_{\text{dest}})} R$, where $R$ is the rule $\text{route}(x_{\text{src}}, x_{\text{dest}}) \rightarrow \text{wmn}(x_{\text{src}}, x_{\text{dest}})$. 6.6 Application of our automatic verification method

Next, we give an overview of how our verification method works in case of the SRP protocol considering the scenario in Section 2.

The node identifiers of the five nodes are the constants $l_{1}, l_{2}, l_{2}, l_{4}$, and $l_{\text{att}}$. The input of the algorithm is the tuple $(T_{0}, \{N_{p}|1 \leq i \leq 4\}, N_{\text{src}}, \text{route}(l_{p}^{\text{src}}, l_{p}^{\text{dest}}), \mathcal{K}, \mathcal{A})$ where: $T_{0}$ contains 11 rules in total including the rules $R_{1}^{eq}$, $R_{2}^{eq}$ and $R_{1}^{att}$ that we use in this demonstration.

The topology is defined by the five sets $N_{\text{src}}, N_{\text{dest}}, N_{\text{att}}, N_{\text{src}}$, and $N_{\text{dest}}$. 40

Levente Buttyán / Ta Vinh Thong
Fig. 2. On the left: The derivation of the closed fact C from H1, H2, ..., Hn by using rule R, where R = H1 ∧ ... ∧ Hn =⇒ C, H1' (1 ≤ i ≤ n) and C' are not closed facts.

On the right: The derivation of the fact wm(x', x''_mac) where

σ = (x' ← p, x'' ← p'), from route(x', x'') using rule route(x', x'') =⇒ wm(x', x''_mac).

The initial knowledge K and the computational ability A of the attacker are defined by the two sets {I1, I2, I3} and {S1, S2, S3, S4, S5}. The initial knowledge is the same as in Section 5.3. The rules S1, S2, S3, S4 and S5 are specified as follows:

S1, att(i) =⇒ att(n[i])

Rule S1 is the same as rule C1 in Section 6.3.

S2, att((req^p, x'_src, x'_dest, x'_ID, x'_mac, List^p) ∧ att(y')) =⇒ att((req^p, x'_src, x'_dest, x'_ID, x'_mac, [List^p, y'])

Rule S2 is the special case of rule C2 and says that the attacker node can append any data it has to the end of the ID list embedded in the request it receives. Pattern List^p represents an ID list, which can be empty. The variables x'_src, x'_dest, x'_ID, and x'_mac specify the ID of the source and destination node, the message ID, and the message authentication code, respectively.

S3, att((x'p, rep^p, x'_src, x'_dest, x'_ID, List^p, x'_mac)) =⇒ att((y', rep^p, x'_src, x'_dest, x'_ID, List^p, x'_mac))

Rule S3 is another special case of rule C2 and says that if the attacker receives a reply message (rep^p, x'_src, x'_dest, x'_ID, List^p, x'_mac) addressed to node x'_p then it can repeat the node identifier at the beginning of the message, which specifies the addresser, by another identifier y'_p. This rule intend to model that the attacker can forward the reply in the name of another nodes.

S_4, att((rep^p, x'_src, x'_dest, x'_ID, MAC^req, [List^p, x''_prev]) ∧ nbr(x''_prev, x''_dest) ∧ nbr(x''_dest, x''_att)

att((x''_prev, rep^p, x'_src, x'_dest, x'_ID, [List^p, x''_prev], MAC^rep_1, honest)).

where MAC^req is

\[
\text{mac}(\text{rep}^p, x'_src, x''_dest, x''_ID, k(x'_src, x''_dest))
\]

and MAC^rep_1 is

\[
\text{mac}((\text{rep}^p, x'_src, x''_dest, x''_ID, [List^p, x''_prev]), k(x'_src, x''_dest))
\]

Rule S_4 is the special case of rule C_4 concerning the case when the destination node and the attacker node are neighbors of each other. In this special case Verif^att is nbr(x''_dest, x''_prev) that models the verification step in which the destination checks if the last ID in the ID list belongs to its neighbor.

\[
\text{S}_5, \text{att}((x''_prev, x''_dest, x''_ID, [\text{List}^p], \text{MAC}^{\text{rep}_2} (p), s) \land \text{nbr}(x''_att, x''_src) \land \text{nbr}(x''_src, x''_next)) \xrightarrow{\text{routeok(advr)}}
\]

where MAC^{\text{rep}_2} is

\[
\text{mac}((\text{rep}^p, x'_src, x''_dest, x''_ID, \text{List}^p), k(x'_src, x''_dest))
\]

Rule S_5 is the special case of rule C_5 concerning the case when the source node is a neighbor of the attacker node.

The most important protocol rules that we use in this demonstration are the rules R_1^{eq}, R_2^{eq} and R_4^{eq}:

\[
\text{R}_1^{eq} = \text{route}(x'_src, x'_dest) \xrightarrow{\text{routeok}} \text{wm}(\text{req}^p, x'_src, x'_dest, \text{ID}), \\
\text{mac}((\text{req}^p, x'_src, x'_dest, \text{ID}, k(x'_src, x'_dest)), [])
\]

Rule R_1^{eq} models the scenario when the source node x'_src creates and broadcasts the request message

\[
(\text{req}^p, x'_src, x'_dest, x'_ID, k(x'_src, x'_dest))
\]

\[
\text{R}_2^{eq} = \text{wm}((\text{req}^p, y'_src, y'_dest, y'_ID, y'_mac, [1])) \land \\
\text{nbr}(y'_src, y'_dest) \xrightarrow{\text{routeok}} \text{wm}(\text{req}^p, y'_src, y'_dest, y'_ID, y'_mac, [y'_prev])
\]

Rule R_2^{eq} says that if the route request message is broadcasted by the source node then the honest neighbors of the source node
receive the request and they append their own identifier to the request and re-broadcast the modified request.

\[ R_{imp}^1 = \text{wm} \left( (\text{req}^0, y^0_{\text{src}}, y^0_{\text{dest}}, y^p_{\text{mac}}, \{\text{List}^p, y^p_{\text{prev}}\}) \right) \]

\[ \wedge \text{nbr}(y^p_{\text{prev}}, I_{\text{att}}) \xrightarrow{p_{\text{nbr}}} \]

\[ \text{att} \left( (\text{req}^0, y^0_{\text{src}}, y^0_{\text{dest}}, y^p_{\text{mac}}, \{\text{List}^p, y^p_{\text{prev}}\}) \right) \]

Rule \( R_{imp}^1 \) says that if a route request message is broadcasted by an intermediate node and the attacker node is its neighbor then the attacker intercepts that request. \( \text{List}^p \) is a pattern that represent a list of node identifiers, which can be empty.
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This part of the derivation tree describes the steps that represent the propagation of the request message from the source node \( I_1 \) to the attacker node \( I_{\text{att}} \).

The derivation of one possible attack against the SRP protocol is modelled by derivation trees shown in the Fig. 3 and Fig. 4. Fig. 3 describes the propagation of the request message from the source node \( I_1 \) to the attacker node \( I_{\text{att}} \) via the intermediate node \( I_2 \). First, the resolution \( \text{route}(I_1, I_2) \) \( \sigma_{\text{route}}(y^0_{\text{src}}, y^p_{\text{prev}}) R_{\text{imp}}^1 \)

is computed. With the unifier \( \sigma_1 \),

\[ \sigma_1 = \{ x^0_{\text{src}} \leftarrow I_1, x^p_{\text{dest}} \leftarrow I_2 \} \text{route}(I_1, I_2) \]

\[ \sigma_{\text{route}}(y^0_{\text{src}}, y^p_{\text{prev}}) R_{\text{imp}}^1 \]

yields the fact

\[ \text{wm} \left( (\text{req}^0, I_1, I_2, I_3, \text{ID}, \text{mac}((I_1, I_2, I_3, \text{ID}), k(I_1, I_2)), [I_1]) \right) \]

which is then resolved with \( R_{\text{imp}}^2 \) and yields the rule \( R_{\text{imp}}^1 \).

\[ R_{\text{imp}}^1 = \text{nbr}(I_1, y^0_{\text{src}}) \xrightarrow{p_{\text{nbr}}} \]

\[ \text{wm} \left( (\text{req}^0, I_1, I_2, I_3, \text{ID}, \text{mac}((I_1, I_2, I_3, \text{ID}), k(I_1, I_2)), [y^0_{\text{src}}]) \right) \]

where the unifier \( \sigma_2 \) of the above resolution is

\[ \sigma_2 = \{ y^0_{\text{src}} \leftarrow I_1, y^p_{\text{dest}} \leftarrow I_2, y^p_{\text{ID}} \leftarrow \text{ID}, \]

\[ y^p_{\text{mac}} \leftarrow \text{mac}((\text{req}^0, I_1, I_2, I_3, \text{ID}), k(I_1, I_2)) \}. \]

Afterwards, the facts in the set \( N_{\text{imp}}^0 \) are resolved with \( R_{\text{imp}}^0 \). The resolution \( \text{nbr}(I_1, I_2, y^0_{\text{src}}) \sigma_{\text{nbr}}(y^p_{\text{src}}, y^p_{\text{prev}}) R_{\text{imp}}^1 \) with the unifier \( \sigma_3 \),

\[ \sigma_3 = \{ y^p_{\text{src}} \leftarrow I_2 \} \]

yields the fact

\[ \text{wm}((\text{req}^0, I_1, I_2, I_3, \text{ID, mac}((I_1, I_2, I_3, \text{ID}), k(I_1, I_2)), [I_2])) \].

Intuitively, this means that node \( I_2 \) received the request message broadcasted by \( I_1 \), and then \( I_2 \) appends its identifier to the request and re-broadcasts it.

The following resolution steps model the case when the attacker node intercepts the request broadcasted by node \( I_2 \).

The resolution

\[ \text{wm}((\text{req}^0, I_1, I_2, I_3, \text{ID, mac}((I_1, I_2, I_3, \text{ID}), k(I_1, I_2)), [I_2])) \]

and the unifier

\[ \sigma_4 = \sigma_2 \cup \{ \text{List}^p \leftarrow [I_1], y^p_{\text{prev}} \leftarrow I_1 \}. \]

As the result we get the rule \( R_{\text{imp}}^2 \):

\[ R_{\text{imp}}^2 = \text{nbr}(I_2, y^0_{\text{src}}) \xrightarrow{p_{\text{nbr}}} \]

\[ \text{att} \left( (\text{req}^0, I_1, I_2, I_3, \text{ID, mac}((I_1, I_2, I_3, \text{ID}), k(I_1, I_2)), [I_2]) \right) \]

Finally, the algorithm searches for the fact \( \text{nbr}(I_2, y^0_{\text{src}}) \) in the set \( N_{\text{imp}}^0 \). When \( \text{nbr}(I_2, y^0_{\text{src}}) \) is found the resolution \( \text{nbr}(I_2, y^0_{\text{src}}) \sigma_{\text{nbr}}(y^p_{\text{src}}, y^p_{\text{prev}}) R_{\text{imp}}^2 \) is computed, which yields the fact

\[ \text{att} \left( (\text{req}^0, I_1, I_2, I_3, \text{ID, mac}((I_1, I_2, I_3, \text{ID}), k(I_1, I_2)), [I_2]) \right) \].

Fig. 4 describes the behaviour of the attacker node after intercepting the message \( (\text{req}^0, I_1, I_2, I_3, \text{ID, mac}((I_1, I_2, I_3, \text{ID}), k(I_1, I_2)), [I_2]) \). First, the attacker creates a fake identifier \( n[I] \) by rule \( S_1 \). Afterwards, the fake identifier is appended to the ID list \( [I_2] \), this step is modelled by the two resolutions

\[ \text{att} \left( (\text{req}^0, I_1, I_2, I_3, \text{ID, mac}((I_1, I_2, I_3, \text{ID}), k(I_1, I_2)), [I_2]) \right) \]

\[ \sigma_{S_2} \text{ and } \text{att}(n[I]) \sigma_{\text{att}}(y^0_{\text{src}}) R_{\text{imp}}^3 \]

where \( R_{\text{imp}}^3 \) is the result of the first resolution.

Thereafter, the attacker appends the identifier \( I_1 \) to the list \( [I_2, n[I]] \). This is modelled by the two resolutions

\[ \text{att} \left( (\text{req}^0, I_1, I_2, I_3, \text{ID, mac}((I_1, I_2, I_3, \text{ID}), k(I_1, I_2)), [I_2, n[I]]) \right) \sigma_{S_2} \text{ and } \text{att}(I_1) \sigma_{\text{att}}(y^0_{\text{src}}) R_{\text{imp}}^4 \]

where \( R_{\text{imp}}^4 \) is the result of the first resolution.

We note that \( \text{att}(I_1) \) is an element of the set \( I_1 \) that is a part of the initial knowledge of the attacker node.

Then the attacker node broadcasts the modified request, which is received by the destination node \( I_3 \). The destination node accepts the message sent by the attacker node and generates the reply message. Afterwards, the destination node sends
back the reply to the node $p_2$, which is overheard by the attacker node. This step is modelled by the resolutions involving the rule $S_2$. On receiving the reply the attacker replaces $p_4$ by $p_1$. This step is modelled by the resolution steps involving the rule $S_3$. Finally, the attacker node forwards the reply to the source node in the name of the node $p_2$. This step is modelled by resolutions using the rule $S_5$.

7 Conclusion

We argued that designing secure ad-hoc network routing protocols requires a systematic approach which minimizes the number of mistakes made during the design. To this end, we proposed a formal verification method for secured ad-hoc network routing protocols, which is based on a novel process calculus and a deductive proof technique. Our method has a clear syntax and semantics, and it can be fully automated; this latter being a theoretical foundation described in this paper, and (ii) the extension of the described verification method to handle arbitrary network topologies and arbitrary number of attacker nodes.
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