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Abstract 

In this paper a new criterion is proposed for optical two-point resolution, applicable to 
coherent, incoherent. and partially coherent imaging. C nlike classical rewlution criteria. 
such as Ra!'leigh's, the new criterion takes account of the presence of errors in the observed 
intensity distributions. Based on a parameter estimation approach, it shows how the 
resolvability of the imaged point sources depends on these errors. Additionally, a test 
for the resolvability of the point S0Ul'ceS from a given set of observations is presented. 
:\Ioreover, a procedure is proposed for the computation of the errors having minimum 
energy among all errors undermining the resolution. The results presented include, as a 
special case, earlier results on two-point resolution of strictly incoherent imaging systems. 

Keywords: two-point resolution. imaging system, resolution limit. parameter estimatioll. 
partially coherent imaging. 

1. Introduction 

The two-point resolution of an imaging system, that is, its ability to re­
solve two point sources of equal intensity, is widely in use as a measure for 
the system's resolving capabilities. In the past, many resolution criteria 
have been proposed based on the assumption that the resolving po-wer of 
an imaging system is limited by the diffraction at the aperture of the imag­
ing lens of the system. Due to this diffraction, a point source is not imaged 
as a point image, but as the Fraunhofer diffraction pattern of the aperture. 
Hence, this diffraction pattern can be regarded as the point spread func­
tion of the imaging system. Of all the proposed criteria referred to above, 
the classical Rayleigh resolution criterion [1] is surely the most famous. Ac­
cording to the Rayleigh criterion, originally derived for incoherent imag­
ing, two point sources are to be considered as just resolved if the central 
maximum of the intensity diffraction pattern produced by one point source 
coincides with the first zero of the intensity diffraction pattern produced 
by the other point source. This means that Rayleigh's resolution limit is 
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gIven by the distance between the central maximum and the first zero of 
the intensity pc-int spread function of the imaging system concerned. In 
Rayleigh's considerations the human visual system has been employed in 
the role of a sensor used to detect differences in intensity at various points 
of the composite intensity distribution produced by the two point sources 
together. So, obviously, Rayleigh based his criterion not only on the prop­
erties of the diffraction-limited imaging system, but also on presumed re­
solving capabilities of the human visual system. Consequently, Rayleigh's 
resolution limit cannot be regarded as a law of physics, but rather as a rule 
of thumb. Other notable examples of resolution criteria, involving both the 
properties of the imaging system and the human visual system, are those 
of BCXTO\, HOCSTO\, SCHCSTER and SPARRO\\' [2-3]. All these so called 
classical criteria have in common that they provide resolution limits that 
are completely set by the functional form of the point spread function of 
the diffraction-limited imaging system. No mention is made of the pres­
ence of errors in the observed intensity distributions. 

N o\vadays, it has been recognized for some time that diffraction does 
not impose an absolute limit to the resolving power of an imaging system. 
vVhen visual inspection is replaced by intensity measurement, knowledge 
of the point spread function of the imaging system makes it possible to 
attain unlimited resolution, provided that the intensity measurements are 
noise free. For, on this condition. numericall.y fitting a mathematical model 
of point spread functions to the observed composite intensity distribution 
would make it possible to resolve the two point sources exactly. 

\tVhen \ve turn to spatial frequency domain. viewing the imaging sys­
tem as a linear spatial filt:cr transforming the light field at the object plane 
into the light field at c:he image plane, the work on superresolution [4-6] has 
shown that in spite of the bandlimiting filter characteristics of the aperture 
of the diffraction-limited imaging system, knowledge of the point spread 
function, together wic:h some reasonable a priori information about the ob­
ject (e.g., knowledge that the object is of finite size which implies that its 
spatial Fourier transform is analytical) makes it possible to reconstruct the 
object exactly by applying mathematical operations on these spatial fre­
quencies that do pass the aperture. 

To sum up, it may be stated that, in the absence of measurement er­
rors, an imaging system with a known point spread function can theoreti­
cally attain as high a resolving power as desired. In practice, however, the 
intensity measurements are always disturbed by noise (non-systematic er­
rors). Furthermore, the point spread function will rarely be known exactly, 
which means the introduction of systematic errors. It may be obvious that 
it will be these errors, both systematic and non-systematic, that prevent 
an infinite degree of resolution. This insight necessitates a reevaluation of 
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two-point resolution in order to establish a resolution criterion that, unlike 
classical resolution criteria, takes into account the presence of errors in the 
observed intensity distribution. Such a resolution criterion is proposed in 
this paper. 

The theory developed in this paper is related to earlier work by 'lA" 
DD Bos on resolution in model-fitting [8-10]. In references [8] and [9] the 
two-point resolution of fitting a nonlinearly parametric sum model of in­
tensity point spread functions to intensity observations was considered for 
one-dimensional and two-dimensional imaging systems respectively. These 
results are only applicable to incoherent imaging. The present study gener­
alizes the results and extends them to include models used to describe one­
dimensional partially and fully coherent imaging, which are no sum models. 

The main results may be summarized as follows. A mathematical 
model of amplitude point spread functions, which is assumed to underlie 
the intensity observations, is fitted in least-squares sense to these error cor­
rupted observations with respect to the intensities and the locations of the 
two point sources. The locations are non-linearly present in the model to 
be fitted. Now, the two point sources have been defined as being resolved 
if and only if the model-fitting solutions for their locations are distinct. It 
has been shovlll that the Euclidean space of the errors, or equivalently that 
of the observations, can be divided into two regions, separated from each 
other by a hypersurface called the bifurcation set. In the one region two 
distinct solutions for the locations are found, while in the other region the 
solutions exactly coincide. Thus defined, the bifurcation set represents the 
error limit to resolution achievable by model-fitting. Furthermore, it has 
been found to be relatively easy to decide on which side of the bifurcation 
set a given set of observations is located. This offers the experimenter the 
possibility to determine beforehand whether or not the two point sources 
can be resolved from the available observations. Additionally, an opera­
tional procedure has been developed to compute tne errors that have min­
imum energy (in the sense of their Euclidean norm) among all errors caus­
ing coincidence of the solutions. This minimum energy offers the experi­
menter a scalar criterion to determine to what extent coincidence of the so­
lutions is to be expected for assumed error energy. Besides, it can be used 
to compare the resolving capabilities of different imaging systems. 

This paper is organized as follows. In section 2 the model to be 
fitted to the intensity observations is described. As a model-fitting criterion 
the least-squares criterion is chosen, since it is most frequently used in 
practice. In section 3 the possible structures of the model-fitting criterion 
under influence of the errors are discussed. The structure of the criterion 
is decisive for the kind of solution. In section 4 the resolution discriminant 
and the bifurcation set are derived. Section 5 introduces the concept of 
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critical errors. In section 6 an illustrative numerical example is presented. 
In section 7 conclusions are drawn. 

2. Fitting a Model to the Observed Intensity Distribution 

Consider an object consisting of two point sources of light. Let this two­
point object be imaged by a one-dimensional diffraction-limited imaging 
system. Assume that the two point sources A and B have equal intensity 
and that they are located at the positions x = Pi and x = P2 with respect 
to the optical axis, where x is the coordinate in the object plane. Due 
to the diffraction at the aperture of the imaging lens, each point source 
is not imaged as an image point, as predicted by geometrical optics, but 
as the Fraunhofer diffraction pattern of the aperture. Let h( x') be the 
Fraunhofer amplitude diffraction pattern, i.e., the amplitude point spread 
function (apsf) of the imaging system concerned, where Xi is the coordinate 
in the image plane. Then, the composite intensity distribution in the image 
plane produced by the two point sources together is given by: 

(1) 

+2~{ 1'12· h(x
l 

- ,8~) . h~(x' - 8~)}] , 

where ,8~ and 13~ are the locations of the geometrical image points of A and 
B respectively. ~ is the real operator, " denotes the complex conjugate, 
~(12 is the complex degree of coherence [11] and 0: is the amplitude, which 
is proportional to the intensity of the point sources. It may be shown [11] 
that 11'121 :s: 1. Fro':11 nO\y on it will be assumed that the apsfis real. Let ~( = 
~{l'ld. The value ~l = 0 corresponds to mutually fully incoherent point 
sources, I' = +1, -1 imply completely cophasal and antiphasal coherent 
point sources respectively, whereas Il'l < 1 implies partially coherent point 
sources. 

Suppose that N observations Wl, ... ,Ws have been made on 
g(x;o:,,8~,,8;), defined by: 

- (, e' e' ) I w"-gnO:,,l,,2 TVn n = 1, ... ,1V (2) 

with g" = g(x~; 0:, ,8~, p;), where the x'" are exactly known values of x' (the 
measurement points). The Vn are the errors in the observations. System­
atic errors are defined as the expectation E[v,,] of the V 71 , whereas non­
systematic errors are defined as v" - E[v n ]. The errors are assumed to be 
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small in comparison with the errorless observations. Now, in this paper, 
two-point resolution will be defined as the ability of the imaging system, 
including detection and digital computing facilities, to obtain two distinct 
solutions for the location parameters b1 and b2 of the model g( x~; a, b1 , b2) 
when the latter is fitted to the observations, with respect to t = (a, b1, b2? 
If a least-squares procedure is used to estimate the parameters, the model­
fitting solutions for the amplitude and the locations are equal to the solu­
tion of the following minimization problem: 

(3) 

where h (a, h, b2) is the least-squares criterion and the deviations 
dn (a, b1 , b2) are defined by: 

(4) 

The least-squares solution is the absolute minimum of h(a, b1, b2). A nec­
essary condition for a minimum is that it must be a stationary point of the 
criterion. Stationary points are defined as points where the gradient of the 
criterion is equal to zero. So, from Eqs. (1-4) it follows that the stationary 
points (ii, b1 , b2) of h (a, b1 , b2) satisfy the so-called normal equations given 
by: 

n 

n 

n 

where hn(bd = h(x~ - bk) and h(i.) (bd is the e-th order derivative of hn(bk) 
with respect to bk evaluated at bk. 

Next, suppose that a model describing the intensity distribution as if 
it was produced by one point source is fitted to the same observations. The 
least-squares criterion for this so-called first order model a* h 2 (b) is given by: 

(8) 
n 

with 

(9) 
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The stationary points (a"', b) of J1 (a*, b) with respect to a* and b satisfy 

(10) 
n 

(11) 
n 

From the Eqs. (5-7) and (10-11), it can be concluded that all points 

(a,bl,b2), with b1 = b2 = b and a = a*/(2 + 2~() are stationary points of 
h (a, b1 , b2)' In this way, a stationary point of Jl generates a stationary 
point of h. So, the stationary points of h can be divided into a group that 
contains the stationary points for which the location parameters bl and b2 
are distinct and a group that contains the stationary points characterized 
by exactly coinciding location parameters. Stationary points belonging to 
the first group and the last group will be called second order and first order 
stationary points respectively. 

It may be obvious that the structure of the criterion h is decisive 
for the kind of solution and by that, ultimately, for the resolvability of the 
model-fitting solutions for the location parameters. In the next section we 
will analyze this structure and the influence of the errors upon it. 

3. The Structure of the Least-Squares Criterion 

3.1. Stationary Points of the Criterion 

For the purpose of this paper the location parameters ,8~ and ,8; are consid­
ered to be very close, so that difficulties with resolution may be expected. 
For the moment, let's consider errorless observations. Then, for reasons of 
symmetry, it will be clear that the least-squares criterion h has two closely 
spaced absolute minima (0:,,8~,,8;) and (0:,,8;,,8~), at ,vhich the criterion 
is equal to zero. Since the location parameters are close to each other, a 
first order model will also fit quite well to the observations in the sense of 
least-squares. So, intuitively, least-squares fitting of the first order model 
will result in a so-called first order solution (a*, b), , where a* and b will 
approximately be equal to (2 + 2/)0: and the average of ,8~ and ,8; respec­
tively. Now, as we saw in the preceding section, this first order solution 
(a*, b) generates a stationary point (a, b, b), with a = a* /(2 + 2/), of h. 
So, in between the two (second order) minima, the criterion J2 will have 
an extra (first order) stationary point. This first order stationary point is a 
one-saddle point. This can be seen as follows: since the criterion Jl (a*, b) 
is the intersection of the plane bl = b2 and the (appropriately scaled) cri­

terion h(a,bl,b2) and (a*,b) is the minimum of h(a*,b), the first order 
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stationary point must be a minimum in all directions but bI - b2 . Travel­
ling on the criterion in parameter space in the latter direction from the ab­
solute minimum (0:, j3~, j3~) through the first order stationary point (a, 6, b) 
to the absolute minimum (0:, /3~, j3~) on the other side of the plane bI = b2, 
means going uphill from (0:,j3~,j3;) to (a,6,6) and downhill from there. In 
conclusion, the first order stationary point is a maximum in the direction 
bI - bz, but a minimum in all other directions. The minima are close to 
the saddle point, since the location parameters were assumed close. 

A remarkable phenomenon appearing from simulation experiments is 
the fact that errors in the observations may change the structure of the 
criterion in such a way that the two minima and the saddle point merge into 
one minimum at the first order stationary point (a, 6, 6). Then resolution of 
the two point sources is no longer possible, since the least-squares solutions 
for the location parameters exactly coincide. In the next subsection this 
coincidence phenomenon 'will be studied by investigating the influence of 
the errors on both the nature of the first order stationary point and the 
behavior of the criterion around it. 

3.2. Taylor Expansion of the Criterion 

The least-squares criterion h is Taylor expanded around the first order 
A AAT AA 

stationary point t = (a, b, b) . The constant term is equal to h (a, b, b), or 
equivalently JI (a", b). The linear terms are absent, since the origin of the 
Taylor expansion is a stationary point. The quadratic terms are given by: 

( 12) 

where It = t - t. H2 is the 3 X 3 Hessian matrix ofh with respect to 
t = (a, br, b2)T at t = (a, b, 6)T. The elements of H2 are defined as: 

02 h(t) 
(H2)ij= otiotj , i,j=1, ... ,3. ( 13) 

The eigenvalues of the Hessian matrix determine the nature of the station­
ary point. In order to get more insight in the eigenstructure of H2, the pa­
rameters are subsequently linearly transformed into 

.) 1 2 11 I .) 11 I 
-a = a(2 + 2,), bl = :2( bI + b2), -b2 = :2( bl - b2) . (14) 

It may be shown that in these coordinates the Taylor expansion becomes 

2 A 12 T . 2 2 3 
h( t) = J2(t) + :2 t dlag (HI P2) t+O( t), (15) 



174 

where HI is the 2 x 2 Hessian matrix of J1 (a
X

, b) at the first order solution 
(a*,b). The symbol O(tn) is the order symbol of Landau. It represents all 
terms of degree n and higher. The element P2 is given by: 

P2 = -4a* rg~~~ Ldn.l(a*,b)(h~l)(b))2 
L Y n 

'" "(.)) , 1 + ~dn.l(a*,b)hn(b)hn- (b) . (16) 

By the assumption that the first order solution (a*, b) always exists, i.e., 
that the first order model fits well to the observations, independent of the 
particular realization of the errors, the Hessian matrix HI is always positive 
definite. Then all eigenvalues of HI are positive. Hence, the nature of 
the stationary point f is completely set by the sign of P2, since this sign 
corresponds to that of the remaining eigenvalue of H 2 . The point t is a 
one-saddle, a non-degenerate minimum or a degenerate minimum as P2 is 
negative, positive or zero respectively. 

The analysis of the higher order terms of the Taylor expansion can be 
simplified drastically by using the catastrophe theory. Catastrophe theory 
[12] is concerned with the structural change of a parametric function un­
der influence of its parameters. It tells us that a structural change of the 
function is always preceded by a degeneracy of one of its stationary points. 
The theory also shows that the independent variables of the function can 
be split into essential and inessential variables. The essential variables cor­
respond to the directions in which degeneracy occurs. The number of es­
sential variables is equal to the number of possible vanishing eigenvalues 
of the Hessian matrix of the function at the stationary point that may be­
come degenerate. In order to analyze structural change, the parametric 
function can be replaced by a Taylor expansion in the essential variables, 
around the latter stationary point. Terms in the inessential variables do 
not play a role at all in the structural change. According to catastrophe 
theory the global structure of a parametric function \vith only one essen­
tial variable is completely set by its Taylor expansion up to the degree of 
which coefficient cannot vanish under the influence of its parameters. In 
most practical applications, including the one considered in this paper, the 
required degree of the Taylor polynomial is very low. 

The parametric function studied in this paper is the least-squares cri­
terion as a function of the model parameters. Its parameters are the errors 
in the observations. Eq. (15) shows that only the eigenvalue correspond­
ing to the coordinate 2b2 may vanish. So, 2 b2 is the only essential vari­
able. Since HI is symmetric, it can be diagonalized by a not specified non­
singular linear transformation of the coordinates 2 a and 2 bl into 3 a and 
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3 b1. Although this transformation does not effect the essential coordinate 
2b2, the superscript 3 is also used for 3b2 = 2b2. Now, the quadratic terms 
of the Taylor expansion can be described as: 

(17) 

where A'l and A~ are the eigenvalues of H1. Next, the cubic and quartic 
terms of the Taylor expansion are considered. The coefficient of 3 b~ happens 
to be equal to zero, because of the symmetry of the model. The cubic 
cross terms containing the inessential coordinates ea,3bd are removed by 
applying a procedure described by [12]. First, all cubic terms in which 3a 
appears are collected. Let the sum of these terms be A'l :3 aQ1 1 Q1 is then 

. 1 , 3 .) 
homogeneously quadratlc. The sum of 2A1 a- and these terms may be 
written as: 

(18) 

where the last term is homogeneously quartic. This procedure is next ap­
plied to all remaining cubic terms containing 3b1, which can be described as 

, 3 . 1 ,-A2 b1Q2. Subsequently, the coordmates . a and' bl are nonlinearly trans-
formed into the following curvilinear coordinates: 

1 'l .l
b 

3- 0 
"a = "a + Q1, . 1 = b1 + -.2· (19) 

3 ~ 3 The coordinate 62 is again not affected by this transformation: b2 = 62. 

Substituting Eg. (19) in the Taylor expansion removes all cubic terms, N"o­
tice that the quartic terms resulting from this procedure are described by: 

~ '> A' Q2 2L...- m m m = 1,2, (20) 
in 

Also notice that the quartic terms (20) and those already present in the 
original expansion are still in the old coordinates. To change this, Eq. (19) 
is used to express the old coordinates as a power series in the new ones and 
the result is substituted in the quartic and higher order terms. Now, the 
coefficient T of .jb~ described by: 

(21 ) 

. 'l ' 3 3') 3 3 ') , where v, 7)1 and 7)2 are the coefficIents of' b2, a' b2 and' b1 b2 respectlvely 
in the original expansion. vVithout derivation, the expression for v is given 
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by: 

where 

and 

"" k ( (11)i( (2))nl Hkim = L...- hn hn ,hi,. 
n 

D ·' - "" d hi (h(1))i(h(2))k(h(:l))i(h(o"),,, 1)kim - L...-n n n T1 "n n 
n 

(22) 

U)3) \ -' 

(24) 

.' h h - h (b') h(l) - h(l)(b') d d - d ('" b') Wit n - n , n - n an n - n.1 a, . Also without deriva-
tion, the expressions for TJl and TJ'2 are given by: 

( 25) 

and 
rh (2 ' , H:n 0 ') TJ2 = '±' - a -. - TJl, 

, H"oo 
(26) 

where 

(27) 

-20,' [~D00200 + D 100 10 + (1 ~ ~r) DOlIOO] . 

Next, a similar procedure could be used to remove all quartic terms in 
which 4a and 4b1 appear and so on. Notice that such a procedure would not 
further affect the coefficient T. SO, the resulting Taylor expansion would 
be of the form 

(28) 

where )'1 = ~.\~, .\2 = ~.\~ and p = ~P2' The new coordinates a' and 
b~ have been -obtained by applying the -procedure described above to the 
quartic terms and b~ = 4 b2 = b1 - b2. 
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In order to investigate whether or not the Taylor expansion up to 
the fourth degree in the essential variable is sufficient, let's consider the 
possible signs of the coefficients p and T. As we saw before, for errorless 
observations the first order stationary point \vill be a saddle point, so p will 
be negative. However, considering Eq. (16), it can easily be understood 
that already relatively small errors in the observations may make p positive 
and thus the stationary point a minimum. This can be seen as follows. The 
apsJ h and its first and second order derivatives are relatively independent 
of the errors, since the first order solution (a~, b) will hardly change under 
influence of the errors. The derivations dn on the other hand, depend 
strongly on the particular realization of the errors; relatively small errors 
are required to change their sign and by that the sign of p. From Eqs. (21-
27), it follows that T consists of a sum of terms that do not contain the 
deviations dn and a sum of terms that do contain these deviations. The 
first sum of terms only depends on the first order solution (a', b) and is 
therefore relatively independent of the particular realization of the errors. 
It may be shown that this sum of terms is positive. The second sum consists 
of terms of order Idl) and Idlz, where Idlp denotes the ip norm of the vector 
d (d), d2, ... d.y)T. These terms will be negligible compared to the first 
sum of terms, since, by assumption, the first order model fits well to the 
observations. So, T consists of a nearly constant positive term and terms of 
order idl! and Idl2 and will therefore always be positive. Consequently, the 
expansion (28) is sufficient to describe the possible structures of the least­
squares criterion. This means that the study of the least-squares criterion 
under influence of the errors can be replaced by a study of the following 
quartic Taylor polynomial in the essential variable b~: 

( b')2. fb' )-1 P2 +1\2 , (29) 

v,here the constant term has been omitted, since it does not influence the 
structure. 

4. Resolution Discriminant and Bifurcation Set 

The structure of the quartic Taylor polynomial (29) is fully established by 
the number and the nature of its stationary points. From Eq. (29) it fol­
lows, that the polynomial is always stationary at the point b; = b1 - b2 = O. 
This stationary point is a maximum, a non-degenerate minimum or a de­
generate minimum, if p is negative, positive or equal to zero respectively. 
These correspond to a one-saddle point, a non-degenerate minimum and a 
degenerate minimum of the least-squares criterion Jz at the origin of ex­
pansion (29), i.e., at the first order stationary point (a, b, b). Further anal­
ysis of Eq. (29) shows that the criterion will have two additional stationary 



1i8 

points if ~ is negative. Given the positiveness of T, it may be shO\vn that 
these two additional stationary points are minima. To sum up, it can be 
concluded that if p is negative the criterion has locally two (second order) 
minima and one (first order) saddle point. This structure corresponds to 
the one for errorless observations, found on intuitive grounds in Section 3. 
In this case one will find hvo distinct least-squares solutions for the location 
parameters, so that resolution is guaranteed. If, however, under influence 
of the errors in the observations, p becomes positive, the first order sta­
tionary point changes from a saddle point into a minimum, while the two 
original minima vanish through coincidence with this first order stationary 
point. In this case the first order stationary point, at which h = b2, has 
become the absolute minimum of the criterion. Then the least-squares so­
lutions for the location parameters will exactly coincide so that resolution 
is no longer possible. Simulation experiments have confirmed the existence 
of the two structures described above and up till now no local structures 
have been found different from these. Since the sign of p is decisive for the 
resolvability of the two point sources, p is called the resolution discrimi­
nant. To test a given set of observations 'with respect to resolvability, only 
p has to be computed. From Eg. (16) it folluws that, for this purpose, fit­
ting of a first order model suffices. Notice, that the resolution test is ap­
plicable to any value of ~(, except for '""/ = -l. 

In the Euclidean l.Y space of the errors the subset of all points for 
which p 0 separates both structures described above. The errors belong­
ing to this subset and the corresponding first order solution (a~,b) must 
satisfy the normal equations for J1(a',b) with respect to (aX,b), and, in 
addition, the equation p = O. This is a set of three equations in N + 2 vari­
ables, or, equivalently one equation in the _y errors. This equation con­
stitutes a subspace of the Euclidean N space of errors of codimension l. 
which is called a h ifuTcaiion set in catastrophe theory. It divides the error 
space into a region. including the origin, where the point sources can be 
resolved, and a region where resolution is impossible. Thus defined, the bi­
furcation set represents the error limit to resolution achievable by model­
fitting. Since the first order solution will hardly change under influence of 
the errors and the condition p 0 is linear in the errors, the bifurcation 
set is approximately a hyperplane. Simulation experiments have affirmed 
the high accuracy of this approximation. Notice that the error space can 
easily be transformed into that of the observations by a simple translation. 

'When the functional form of the apsj is not identical to the one un­
derlying the observations, modelling errors are introduced. These system­
atic errors may, possibly in combination with the additive errors v", also 
cause coincidence of the model-fitting solutions. This means that exact ob­
servations, i.e. all v" = 0, do not guarantee resolution. It may be shown 
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that fitting a wrong model causes a shift of the bifurcation set in the er­
ror space. Nevertheless, the resolution test derived in this section applies 
to fitting a wrong model, too. 

5. Critical Errors 

Among all errors belonging to the bifurcation set, those that have minimum 
energy, in the sense of their Euclidean norm, are called the critical errors. 
Errors having smaller energy than the critical energy cannot cause coinci­
dence of the solutions, errors having higher energy may do so. Knowledge of 
the critical energy offers the experimenter the possibility to find out to what 
extent resolution is to be expected for assumed error energy. Furthermore, 
it can be used to test beforehand whether or not the experimental set-up is 
good enough to meet the demands. Additionally, it can be used to compare 
the resolving capabilities of different imaging systems used for the same 
purpose. By computing the critical energy as a function of the distance be­
tween the two closely located point sources, a relation can be established 
between this distance and the maximum allowable energy of the errors. 

The critical errors can exactly be found by minimizing the quadratic 
sum of all errors with respect to (VI, ... ,v:\", a*, b) subject to equality con­
straints (10), (11) and p = O. This nonlinear minimization problem un­
der nonlinear equality constraints can be solved by nonlinear program­
ming methods and software. Since, however, this is an enormous, time­
consuming task, an alternative procedure will be proposed in this section, 
providing an approximate expression for the critical errors that has proved 
to be very accurate. Compared to numerically finding a solution, this ap­
proximation means a drastic simplification. 

Notice, that the minimization problem in consideration is a Lagrange 
problem 'Nhose solution must be under the stationary points 
(h .... ,v.y, jl, K,~, fix, b) of the Lagrange function 

L = L v~ + IL L dnh~ + K L dnhnh~ll+ 
.y n n 

f; [(1 - ~() "" d (hll)2 + "" d h h(2)] 
c, (1..L ) L....t n n L....t n n n , 

I /' n n 

(30) 

where IL, K and ~ are the Lagrange multipliers. Here and in what follows 

hn, h~£) and dn are defined as in Eqs. (22-24). Differentiating L with respect 
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to the Vn and equating the result to zero yields 

'_ 1 2 1 _ (1) 
Vn - - 2JLhn - 2Khnh n 

_ ~c [(1 - ~() (hlJ)2 + h h(2)] 
2" (1+~() 71 71 71 

(31) 

Subsequent differentiation of L with respect to the Lagrange multipliers 
and equating the result to zero yields, of course, the Eqs. (10), (ll) and p = 
O. Substituting (31) for the errors in these equations, produces equations 
identical to the normal equations for minimizing the deviations 

(32) 

in least-squares sense with respect to the Lagrange multipliers, which are, 
by Eq. (31), linearly present in the v 71 . If {g71(O:,,8i,,82) -a"h2(b)} is Taylor 
expanded about (£1*, b) in powers of ((2 + 2~()o: - a"), (,8i - b) and (,82-
b), it can easily be shown that this least-squares minimization makes the 
deviations quadratic in the elements of ((2+2~()o:-aX), (,8~ -b) and (,82-b). 
So, it can be concluded that for critical errors d71 ~ O. Hence, it follows 
from Eq. (32) that the critical errors are approximately equal to the additive 
inverse of the deviations of the exact observations and the first order model 
best fitting to the observations corrupted by the critical errors. Finally, 
differentiating L with respect to (a*, b) and equating the result to zero 
shows that (£1*, b) must be approximately, but very accurately, equal to the 
solution that would have been obtained in the absence of errors. This means 
that the critical errors are approximately equal to the additive inverse of the 
deviations of the best fitting first order model to exact observations. The 
proof will beleft out here, since it requires more or less the same consecutive 
steps as described in [10]. In this reference an approximate solution is 
derived for the critical errors associated with coincidence of model-fitting 
solutions for closely located nonlinear parameters of weighted-sum models, 
which is a topic closely related to the one described in this section. 

Since the bifurcation set is approximately a hyperplane, it can be 
shown that an arbitrary error signal v = (VI, ... ,vS)T is not on the same 
side of the bifurcation set as the origin if [13] 

v·e2:e·e, (33) 

where v . e is the inner product of v and the critical error vector e = 
(el,.'" eN)T·. The inner product e· e is equal to the critical energy. Rule 
(33) can be used to find out whether or not for arbitrary, given errors 
coincidence of the solutions for the locations occurs, or for statistical errors, 
how probable this coincidence is [13]. 
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6. Numerical Example 

The purpose of this numerical example is to give an impression of the 
magnitude of the critical energy as a function of ~(. For this purpose the 
critical energy is computed for the model 

(34) 

where 0: = 1 and h(x') is a gaussian shaped apsf h(x') = exp{ -(lj2)x I2
}. 

This is done for -1 < ~( :::; 1. The measurement points are described by 
X~, = -0.01 + (n - 11) x 0.4, n = 1, ... ,21. Fig. 1 shows the square root 
of the critical energy as a fraction of lie< as a function of " respectively for 
6./3' = 0.02, 6.,8' = 0.04 and 6.,8' = 0.08. The results show that coinci­
dence may already occur for relatively low error energy. They also show 
that resolution decreases with decreasing 6.fJ', 2,s'might be expected. More­
over, Fig. 1 demonstrates that resolution decreases with increasing ~(; un­
dermining the resolution requires for fully cophasal coherent point sources 
errors that are, roughly, three times smaller than for fully incoherent point 
sources. 

7. Discussion and Conclusions 

An earlier presented theory with respect to the concept of optical two-point 
resolution, which was applicable to strictly incoherent imaging, has been 
extended to include coherent and partially coherent imaging as well. A 
new resolution critp.rion has been proposed that, unlike classical resolution 
criteria, takes account of the errors in the observed intensity distrihutions 
and what's more, it's even based on these errors. The criterion states 
that which errors make resolution impossible and which errors do not, 
depends on the distance between the two point sources, the intensity of the 
point sources, the choice of measurement points, the degree of coherence 
and the point spread function of the imaging system. A resolution test 
has been derived that offers the experimenter the possibility to determine 
beforehand whether or not the two point sources can be resolved from error­
corrupted observations. Also a procedure has been presented to compute 
the errors having minimum energy among all errors undermining resolution. 
This minimum energy provides the experimenter with a scalar criterion to 
determine to what extent resolution is to be expected for the point spread 
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Fig. 1. Critical Error-to-Signal Amplitude Ratio (ESAR) for model (34) as a function 
of Of, for ~3' = 0.02 (solid), ~3' = 0.04 (dotted) and 6.,8' = 0.08 (dashed) 

function assumed to underlie the observations and, perhaps a guess of, 
the error energy. Additionally, it can be used to compare the resolving 
capabilities of different instrumental set-ups used for the same purpose. 

Finally, the author has found that the theory presented here is not 
confined to strictly one-dimensional imaging systems. For two-dimensional 
imaging systems a so called resolution matrix can be derived of which the 
smallest eigenvalue plays the role of resolution discriminant. These results 
will be reported later. 
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