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Abstract

In the latest vears, new ideas appeared in systemn level diagnosis of multiprocessor sys-
tems. In contrary to the traditional diagnosis models (like PMC, BGM, etc.) which use
strictly graph-oriented methods 1o determine the fanliy compouents in a system, these
new theories prefer Al-based algorithins. espectally CSP methods. Svndrome decoding.
the basic problems of seli-diagnosis. can ca=ily be transformed into constraints between the
state of the tester and the tested components. Therefure. the diagnosis algorithm can be
derived from a special constraint solving algorithn. The "benign’ nature of the constraints
(all their variables, representing the fault states of the components, have u very limited
domain;: the constraints are sitnple and similar to eacl other) reduces the algorithm’s com-
plexity so it can he converted to o powerful distribnied diagnosis method with @ minimal
overhead. Experiinental algorithin: Gusing botl centralized and distributed approach)

were implemented for a Parsytee GO waszsively parallel multiprocessor systewn.

Keywords: self-diagnosis, multiprocessor systems, consiraint satisfaction.

1. Introduction

1.1 Traditional Methodology of Self-Diagnosis

The counstruction of dependable syvstems is hardly possible without the
application of sowe forms of self-checking. Therefore different models and
algorithms were developed for system level (self-)diagnosis. The majority
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of them are based on graph theory derived from the first so-called ‘system
level models” published i the mid-sixties.

These introductory wodels (PMC for svimetric and BGM for asym-
metric test invalidation) arve the well-known and most widely used ones.
Their mathemartical apparatus is simple and well-elaborated; both theoret-
ical nvestigations aud pracrical implemenrations proved their usefulness.
However, these models have some Linplicit hmitations preventing their use
in many unportaut fields of application. The test nvalidation model is
oversimplified in order to assure a proper mathematical treatnent decreas-
g the level of reality of the models and reducing their nsabilite

The rapid development of electronic technology and computer archi-
tectures modified radically the basic assnmptions used originally iu the di-
agnostic wodel:

e the fanlt rates are mnch lower aud majority of the fanles 1s transient:

o the complexity of othier systent compouncuts is comparable with the
complexity of CPUs:

o the comwplexity of systeins and the wmaber of the colspnuing elements
have been drastically ereasced.

Most wsutficiencies result from the assunption of a honmogencons sys-
tem; 1.e. all systemn componeuts have idenrical test invalidation properties.
This assumption reduces effectively the range of applicability due to the
growing practical importance of inhomogencons multiprocessor systeis.

Sulf-Dragnosis Mothod

1.2 Requured Features of a |

The new requirentents, resultine from the latest results 1o wultinrocessor
W I

system desien, characte

rize the expected features of a proper. general pur-
pose self-diagnosis wethod:

e it should be apphicable in homogeneous systemn
mogencous ones (different components with di TL rest mmvalidation
models are to be vunsuhrrw(l;:

e the diagnostic resolution should only loosely depend on the actuad
systemr topology and/or test ivalidation model (the currently used
methods have serious restrictions on the svstewn t()pohw\ due to the
use of rigid. inadaptive algorithns )

e the algorithin should extract all the useful information tfrom the ele-
mentary diaguostic results (e.g. for estimating the Tevel of diagnosis
at run-time}:

e it should cope with the latest massively parallel processor systems
with several hundreds or even thousands of systewn components, thus
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the algorithm should have an excellent efficiency even for a very high
number of units under test.

These requirements need a new approach. A generalized test invali-
dation model for syndrome decoding and diaguosis 1 inhomogeneous sys-
tems is published in [7]. This model contains all sufficient aud necessary
conditions of one-step and sequential diagnosis for the different rest invali-
dation models. However, its mathematical apparatus is suboptimal (it uses
complex matrix operations, e.g. computation of transitive closure); there-
fore the efficiency of the algorithin becomes a crucial factor in large-scale
system diagnosis.

The most important step of self-diaguosis is basically the process of
finding the possible fault states of system compounents based on the syn-
drome information. A systematic search method is required for effective
syndrome decoding. Many applications even demand on-the-fly diagnosis
for maximal performance: it requires a diagnosis method thar is able to
identify the fault states of some units frow partial svodrome wformation.
This is hardly achievable with traditional algorithins.

1.3 The Use of Al-based Methods and Algorithms

The main wtention of "artificial intelligence” (Al methodsis to find eficient
solutions for ditienltly solvable (to be more precise. generally NP-complete)
or hard to represent problems. This gives a way to handle many practical
but earlier unmanageable problems.

Many well-elaborated. efficient and widely tested Al-based algorithins
have been developed over the last vears. A group of them. the CS (Con-
straint Satistaction) methods seem especially nseful for a special self-diag-
nosis model [3].

Constraint satisfaction problems can be described as a set of variables
and a set of relations between them. The solution of a CS problem is a
particular set (or all the possible sets) of values piven to the variables which
satisty all the relations.

The application of CS methods has already proven versy attractive
on fields closely related to system level diagnosis, For example. CS-based
antomated test pattern generation is presented in [§].

1.4 Formulating a Sclf-Diagnosis Problem as a CSP

There are many similarities between methods of self-diagnosis and con-
straint satisfaction. Actually the final goal 1s very similar: we want to know
the fanlt state of the system components that conforms to our diagnos-
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tic model. the test invalidation rules and the actual test results (syndrome
pieces). These restrictions can be represented by binary relations between
the state of processors in a test pair. The exact relatiou is determined by
the test result, thus a set of relations can be built from the svndrome infor-
mation and can be applied to find the possible fault states of the system.

The use of relations ustead of logical functions is advantageous, be-
cause the diagnostic uucertainty appearing in some test ivalidation (e.g.
in the PMC model a faulty unit may be tested as good by another fanlty
unit) can be handled as well. The relatious can be handled by a uniform
mechanism, independently from the invalidation rules, system topology, the
considered number of faults and special properties of syndromes. So this
representation is very flexible and is applicable on a wide range of systems.

Therefore a self-diagnosis probiemn cau be reformulated very easily to
a coustraint satisfaction problem. The variables of the CSP represent the
fault state of the system components. The coustraints represent the re-
strictions from the model by the test invalidation relations and by the ac-
tual syndrome part. If one-pass diagnosis is allowable, a static binary CSP
is produced. In the case of diagunosis on the fly (performing a preliminary
diagnostic process during the collection of syndrome parts). ouly a few syn-
drome pieces are present so the complete set of relations cannot be built at
the beginning. Every incoming test result. however, reduces the solution
space of possible fault states. The previously constructed relations (con-
straints) remain valid, just new constraints have to be added. Therefore a
kind of dynamic CSP can represent this case.

This reformulation gives a way to haudle self-diagnosis problems very
comfortably, with the well-elaborated toolset of CSP solution methods.
With a sufficient diagnostic model, a very flexible method can be
constructed.
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2. Implementation Environment

The experimental implementation of the CSP-based diagnosis algorithm
was created on a Parsytec GCel massively parallel reliable multiprocessor
machine (Fzg. 1). The computing elements are Inmos T803 transputers.
They are grouped by 16 to clusters; these clusters are the basic building
blocks of a machine that is scalable up to 16384 transputers.

Fach transputer has 4 physical data links. These are connected to
CO004 routing chips that provide a very fast, reliable and deadlock-free mes-
sage routing and connection management. Each cluster has 4 routing chips;
every C004 chip has 32 conuection ports (17 for the internal interconnec-
tion of the cluster, 8 for the conunection between clusters and 7 for I/O con-
trol and other purposes).

Despite of the 4 physical data connections, each transputer can com-
municate with an arbitrary number of other trausputers via so-called vir-
tual links. Tlese are managed by a special uunit of the T805 by multi-
plexing data packets on the physical connections. The configurable cross-
bar switches make allocation of virtual links very easy; complete virtual
topologies are supplied with development libraries. The physical topology
of each cluster is a 4 x 4 two-diensiounal mesh.

Peripheral I/O management is done by a separate host machine (e.g.
a Sun workstation) connected to the Parsytec GCel machine.

The machine has a Control Network (C-Net): every crossbar switch
has a direct link to a special group of trausputers directly counected to
the host machine. This separate group is used for dynamic configuration
managenment and job control.

Table 1

The possible fault states in the fault model

Unit Fault state and its notation Behaviour

Processor fault {ree 0,  correct operation
faulty (incorrect computation fault) 1, incorrect test result evaluation
dead (crash fault) Cp no communication

Data link alive L, r correct message transfer
broken L, r no message transfer
Router  fault-free - caorrect operation
single port fault L, g no message transfer

via the faulty port
dead mpg all ports are faulty




2.1 The Centralized Approuch

2.1.1 The Fuult Model

In order to validate the concepts described above a simple fault model was
developed for the Parsvtec machine and a svadrome decoding algorithun
was implemented using the standard test procedures available. The fault
model used includes the faules i interprocessor hinks and crossbar switches
as well, additionally to the processor faulrs.

Testing of these system components is done by mutual time-out pro-
tected periodical T alive” messages between neighbouring processors.
The asynchronons commmnuication mode 1s used for message exchange be-
cause it does not block the sender processor (time-out detection is possible).

The cousidered fault states for the compounents are enumerated in
Table 1. The possible test results arer good (the "T'm alive’ message was
correctly received withiu the time-ont lunit). fawdey {(the T alive’ message
was received within the time-out linut but was corrupted) or dead (no
message was received).

The diaguostic keruel of the algorithu 1s running on the host in a
centralized formn. The processors have a separate node-host data counection
to the host machine (via the C-Net) independent from the routing chips.
and thus can be considered fault-free.

The developed algorithin is for intra-chister diagnosis (we assiumne only
a single ronting chip between 2 processorsi but it can bhe casily extended
hierarchically ro diaguose the wlole Parsviee machine.

2.1.2 The Test Invalidation Schemne and Dmplication
Rules

The PMC type (svimmetric) test invalidation was used for the algorithm.
It was mandatory due o the resting with "' alive” messaees: othier, more
sophisticated test methods make more optimistic wvalidanon possible.

Syudrome decoding is driven by lwplication riles. represented by cou-
straiuts. They originate frow the system structure {fault dowmination mles).
the test mvalidation model and the actual syudrome pieces (Frg. 2.

All the constraints are binary to achieve greater sunplicity: the test
results {syudrome bits) arve climinated from them as variables. ouly the
fault state of the tester and the tested compouneut are variables. However.
test results are already known before the syndrome decoding starts. thus
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Fig. 2. Constraints resulting fromn the system structure and from the test invalidation
model

thie coustraint network can be updated mcorporating the newly received
syndronie part as a constant constraint.
The constraints from the implication rules are as follows:
e (1) Forward (implication from the state of the tester to the state of
the tested)
=Sy =0A0, = 04 (1f the tester processor is fault-free
and the test result 18 "good’ then
the tested processor is also fault-free);
iy = 1A, = ()P':
-—5[,1[3.17/ =cAl, = LP-H V 1111,7\/[4];/‘.[{ Voo

o {2) Backward (ifrom the state of the tested to the state of the tester)
~Spppy =0A1, =1, (if a fanlty unit is tested
as good then the tester 1s fanlty):
— Sy = 1A0, = 1, )
~Sy k= CNANTy = Lyp VgV Ly g V0,

LA Dplementation of the Algoridhm

The self-diagnosis algorithm is implemented in two I)cuts the low-level
tester mechanism (sending and receiving the "I'm alive’” messages) ruus on
the Parsytec machine, while the diagnosis kernel runs on the host machine.

The test processis controlled by the host: it initiates the test sequence
(starts the Parsytec processors to exchange "T'm alive’ messages). collects
the results from the processors. maintains the dynamic CSP data structure,
runs the CSP solver algorithim and displays the results. The two program
parts conunuuicate throngh sockets.
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The CSP solver.. The CSP solver engine of the diagnosis algorithm
is based on a public domain universal CSP solver library from the Univer-
sity of Atlauta [6]. Different backtracking and preprocessing (cousistency)
algorithims are implemented and can easily be applied.

The solver is able to maintain certain dynamic CSPs: the constraints
themselves can be altered during the solution process but their number
cannot. Initially only the -fixed’, syndrome-independent constraints are
generated. the others are ‘always-true’ (the solver always works with com-
plete constraint graphs so the still undefined constraints have to be ‘always-
true’).

There are 20 variables in the CSP model; they represent the fault
states of the processors with their data connections and the routing chips.
The cardinality of the variable domains i1s 48. (A processor can be fault-
free, faulty or dead and each of its 4 data connections can be live or broken,
resulting in 3 x 16 = 48 possible states. The routing chips have 20 possible
states but the solver requires equal domain sizes.)

Many sophisticated enhancements assure a maximal efficiency of the
CSP solution. Ounly the variables/processors are considered that we have
information about, so we get results only from the necessary units. Indis-
tinguishable errors are merged into a single class by error collapsing. These
modifications decrease both the number of variables processed and the
number of value combinations checked and assure that only the valuable re-
sults are supplied. Further cousiderations can be adapted to the CSP solver
very easily. For example if we consider a limited number of faulty units, the
CSP solver can check whether this consideration holds and even automati-
cally increases the error limit. This feature makes the system extremely fast
for a few of errors and is still usable with errors of a number above the limit.

2.1.4 Results of u Test Run

The CSP-based diagnosis algorithm was tested with a logic fanlt injector:
the host machine generated a random fault pattern for the Parsytec proces-
sors and downloaded it with the testing initialization messages. The low-
level testing mechanism on the Parsytec processors interpreted the fault
pattern and acted according to the fault state: ‘fault-free’ processors tested
their neighbours and seunt thie results back to the host, ‘faulty’ processors
did the testing but reported a random result and ‘dead’ processors did
nothing. This construction was necessary because no physical fault injec-
tion was available for the Parsytec prototype equipped with T805 trans-
puters and the fault injector developed for T9000 was unusable due to the
difference in hardware structure,
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Fig. 8 shows the results of a typical test run. In this case the fault
pattern contained a single faulty processor. The upper curves display the
number of the solutions found by the CSP solver and the number of pro-
cessors that have already sent some test results and the lower ones display
the number of consistency checks made as a measure for the computational
efficiency.

2.2 The Distributed Appioach

The centralized diagnosis algorithm described above is suitable for minor
configurations of the Parsytec multiprocessor system because the use of
at least one central resource (the host machine) is inevitable. Constraint-
based system diagnosis, however, can be implemented in a fully distributed
environment as well for large configurations. avoiding the time-consuming
node-host communication for each individual syndrome part. An alterna-
tive algorithm was developed to evaluate this idea.

In this approach the diagnosis is made by each of the transputers in-
dividually, not by a central supervisor machine. Another important differ-
ence is that syndrome messages can be corrupted in much more interesting
ways since they travel via a chaiu of transputers aud links, not only one link.

2.2.1 The Fault Model

The fault model of this approach contains a lot of simplifications comupared
with the centralized one.

The system consists of processors and links forming a two-dimeunsional
grid. There are no routers in this model.

The fault state of a processor can be either good or faulty (omission
fault is considered). No distinction is made between faulty and dead pro-
cessors, in contrary to the ceutralized approach. as in this approach the
rapid reconfiguration using the spare processors is of primary priority in
order to minimize the error-related computing time loss. “Suspicious pro-
cessors’ are checked off-line.

In order to save communication bandwidth and to reduce the diagnos-
tics related computational overhead, ouly elementary syndrome messages
with a test outcome indicating a faulty unit will be sent by the testers to
its neighbours and no message transfer is invoked in the other case.

A faulty tester processor will generate and distribute random syn-
drome elements, according to the PMC test invalidation model. Iu addi-
tion, syndrome messages from other processors will be potentially corrupted
or simply not forwarded by a faulty processor. The majority of changes can
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Fig. 3. Test resulis of the centralized CSP diagnosis algorithm

be detected using a simple error detecting protocol (e.g. checksum protec-
tion). The diagnostics program assuwes that no undetected changes will
occur. The second case of syndrome losses cannot be detected in such a
simple way. therefore the diagnosing processor will never or only occasion-
ally receive fault reports from unfortunately placed - good or faulty - pro-
cessors [3].

The fault state of a link cau be "good” or faulty’. In the latter case
the commuuication is blocked, A change i the contenrs of messages is

impossible for the reasons stated above,

2.2.2 Representation of ithe Constraints

A variable is assigned to a processor and the links to its eastern aud north-
ern neighbours, thus for the 4 x 4 grid 16 variables are used. (the Oth bit
to the eastern link, the 1st bit to the northern link and the 2ud bit to the
processor). The domain cousists of 5 elements (Fig. 4):

e FAULTFREE (000}

e FAULTEAST (001

e FAULTNORTH (010)

e FAULTBOTH (011)
FAULTPROC (100)

[+
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FAULTBOTH

FAULj EAST

FAULTPROC

Fig. 4. Assignment of fault states to a variable

A part of the implication expressing the dominance of a processor
fault over the link faults in the form of

1p =0, AOr, AOr, AOg, (the Ly indicates a link connected to P)

is already incorporated, 1.e. the values 101, 110 and 111 are not allowed.

B

2.2.3 Reducing Communication Querhead

IS

Fig. 5. Fault pattern in a system; the failure of link 9-10 is transient.

If simply the CSP based ou the arriving syndromes indicating a fault were
solved, this would produce —~ in most practical cases - a huge number of
solutions from which practically no useful diagnosis can be generated. This
problem originates in the small number of available syndrowme elements, as
typically only few components fail and only error messages are forwarded;
at this point no information is available about processors which tested each
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of their neighbours fault-free. Thus the solution space remains large due
to the few constraints generated.

To overcome this problem, the set of components is determined which
are undoubtedly fault-free, i.e. fault-free in each of the solutions.! Then
it is possible to obtain which fault-free processors are reachable from the
diagnosing one via fault-free links and processors. Tests show that this
algorithm works only if a fault-free ‘starting point’ is given; that is the
reason why the diagnosing processor is assumed to be fault-free. If it were
faulty, one could not rely on the diagnosis made by it anyway.

These ‘reachable’ fault-free processors are important, because they al-
low to draw additional conclusions. They have the special property that all
syndrome messages they generated were received by the diagnosing proces-
sor, therefore in case no messages arrived from one of them, one can con-
clude that all tests performed by it had the outcome fault-free. Thus new
constraints can be extracted and consequently the solution space shrinks.

The constraint network should be solved repeatedly until no new con-
straints can be extracted.

It 1s important to note that this simplified strategy implicitly contains
the assumption that links can have only permanent failures, i.e. the fault
state of a link does not change during one diagnosis step. This assumption
is justified by the short syndrome processing time. Without this assump-
tion it cannot be ensured that the set of ‘reachable’ processors will be deter-
mined correctly. An example is shown in Fig. §; if the faulty link behaves
fault-free when processor #9 tests processor #10 but blocks communica-
tion during the distribution of messages, the diagnosis program comes to
the conclusion that every processoris ‘reachable’, therefore the fact derived
by the program that the link 1-2 is tested both faulty and fault-free leads
to a global contradiction, which indicates that a new fault has occurred.

2.2.4 Permanent Failures

The program can be given some certified diagnosis results representing
permanent faults in the systen. These counditions often ease solving the
CSP. Transient and permanent failures are distinguished in the following
way: in the first phase diagnosis is based only on the permanent fault
information, then diagnosis uses information from all faults; in the latter
the failure type of each item is set to permanent in case the same item
occurs in the former.

1The importance to consider a maximal number of faults should be clear: without
it, even the solution ‘every component is faulty” would always occur according to the
applied PMC test invalidation model; hence the idea would fail.
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2.2.5 Performance Tests of the Algorithms

The efficiency of the algorithm is strongly influenced by the preset upper
limit for the number of faults. as the number of consistency checks in-
creases fast for small limits (Fig. 6). The decision which limit is the most
appropriate one depends on the failure characteristics of the system: a high
limit increases running time unnecessarily while an excessively low limit
can lead to contradiction and thus prohibiting diagnosis if there are more
faults than this lunit.

3. Conclusions

Number of consistency checks
700 ¢

500

a00 £

200 |

100 ¢

{no dlagnosla)
1 2 3 4 8 6 7 8 § 10 11 12 13 14 15
Upper lim#i for the number of faulls:

Fig. 6. Performance measures of the distributed algorithm

The CSP-based syudrome decoding algorithms have proved their proper
operation duriug the tests and the correctness of the concepts behind it.
Additional tests showed that the constraint solver is up to five times faster
than an exhaustive search (the average processing time of a test result
was 88 us vs. 448 us 1u a test series). However. the applied CSP solving
algorithm (graph-based backjumpiung [6]) has not yet theoretically proved
to be optimal for this application: further work is needed to find the most
efficient strategy for the solver. The main advantages of the new approach
presented are the following:
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e It can be realized both in a centralized as in a distributed form as well.
It supports the evaluation of partial information in the form of a
diagnostics on-the-flv.

e More detailed and thus realistic functional fault models can be
handled.

o Diagnosis in inhomogeneous systems can be performed as well.
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