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Abstract 

The possibility of the compensation of amplitude and phase errors of data acquisition 
channels is investigated. The complex passband error can be significantly reduced by an 
appropriate digital filter, as it is illustrated on the example of a dynamic signal analyzer. 
The aspects of HR and FIR equalizers are studied: it turns out that for the given anti­
aliasing filter (Cauer filter, order 11) an FIR filter of length 60 ... 100 can perform as 
well as a 26/26 HR one. Because of the absence of stability problems and the ease of 
implementation, the use of FIR filters is suggested. 

Keywords: equalization, compensation, signal conditioning, data acquisition channel, dig­
ital filter design, approximation in complex domain. 

Introduction 

Digital signal processing works on sampled equivalents of continuous-time 
signals. In order to avoid aliasing, components over the half of the sam­
pling frequency have to be suppressed. This is usually done by an anti­
aliasing filter. A perfect anti-aliasing filter should not alter the signal in 
the passband, which means that the absolute value of the transfer function 
is constant, and that the phase is linear. On the other hand, the attenua­
tion has to be sufficiently high outside the passband. A transition band is 
usually tolerable between the passband and the stopband, if the maximum 
passband frequency is smaller than the half of the sampling frequency, thus 
the anti-aliasing filter need not exhibit a discontinuity at the edge of the 
passband. 

Theoretically, such a filter is realizable with arbitrary precision, if 
ideal (or nearly ideal) components can be used, and the complexity is not 
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limited. However, in practice this is not the case. A reasonably steep tran­
sition band behaviour and a good stopband attenuation (e.g. >80-100 dB) 
can be easily realized, but both the amplitude and phase of the filter will 
usually exhibit variations in the passband. Even if it were possible to design 
a nearly ideal filter, component tolerances would spoil the performance. In 
principle it is possible to adjust some elements, but this is usually very 
cumbersome and expensive (one adjustment step impairs the effect of oth­
ers, consequently an iterative procedure is to be followed; it is often difficult 
to define the concrete goal of a single adjustment step). Moreover, the ad­
justable components may deteriorate the long-term stability of the transfer 
function (except if laser trimming is used), and this is undesirable again. 

Because of these facts, the filter order is usually chosen not higher 
than 10-15, which limits the performance. 
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Fig. 1. Transfer function of an anti-aliasing filter (Cauer filter, order: 11) 

A typical example is shown in Fig. 1. This is the transfer function of an 
audio band Cauer filter of order 11, produced with laser trimmed thick 
film technology. The shape seems to be perfect, however, a closer look at 
the passband (Fig. 2) shows that, while the transition band is very steep, 
the passband frequency response exhibits substantial errors (about±O.2dB 
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ripple in the magnitude, the maximum phase deviation from an LS-fitted 
straight line is about 50° in the middle, and much worse near 20 kHz). 

If the non-ideal behaviour of the filter is known, we can take this into 
consideration when designing the digital data processing algorithm. But 
the speed of modern digital signal processors offers another, even more 
attractive solution: the data series can also be corrected by a digital filter in 
real time before any other processing. In the following sections we are going 
to deal with the aspects of this correction and with the methods that can 
be applied in the design of the digital filters. As an example, equalization 
of the input channel of a dynamic signal analyzer will be treated (DSA 710, 
for details see PINTELON et aI, 1990a). 

Design of the Correction Filters 

The requirement is clear: the digital filter should correct the anti-aliasing 
filter for gain and phase in the passband, without introducing too large 
gains elsewhere and, last but not least, it must be realizable. The latter 
means that it must be safely stable, and possibly of low order, to be im­
plemented at low cost. For the design procedure an effective algorithm 
is needed which does not demand too much computing time, and can be 
performed possibly without human intervention. 
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The first task of the procedure is the accurate measurement of the 
transfer function: the measurement error must be reasonably smaller than 
that required after compensation. This measurement is often to be done 
as a one-channel one (with calibrated input signal). We will not dwell here 
much on this question, a good solution is given by PINTELON et al (1990a), 
using a low crest factor multisine as an excitation signal. 

Once the transfer function is known on a sufficiently dense grid, the 
design can be started. We will try to reduce the relative complex error: 

edB = 20 .log( (Itfl + leD/ltfl) , 

where tf is the transfer function and e is the complex error of the fit at a 
given frequency. 

A direct approach (IIR filter) 

The most straightforward approach is to identify the transfer function in 
a parametric form, and invert the z-domain equivalent (PINTELON et aI, 
1990a). Since usually both the input and the output measurements are 
noisy, an algorithm prepared for this situation is to be used (see e.g. 
PINTELON and SCHOUKENS, 1990b). The correct solution is to make an 
s-domain identification, and use the obtained smooth transfer function for 
the further digital filter design steps. However, in the investigated case we 
found that the identification may as well be done directly in the z-domain. 
A good fit has been achieved using an HR filter of order 14/14, which is 
reasonable, since the identification extends also to the signal conditioning 
amplifier, thus the order 11 of the filter itself should be increased, and the 
resting 1-2 poles can be explained by the s-domain/ z-domain mapping 
(PINTELON et aI, 1990a). The relative complex error of the fit was every­
where less than 6.1 mdB (Fig. 3). This error is the sum of the random 
errors of the measured data and the modelling error. The detailed analysis 
of the modelling error needs a more thorough analysis. For the purpose 
of this study we assumed that the modelling error is less than 3 mdB (see 
PINTELON et aI, 1990a), and demanded from the further fittings not to 
introduce more additional complex error than 7 mdB, with respect to the 
14/14 fit. The worst-case total compensation error (10 mdB) corresponds 
to 0.12% amplitude error or 0.066° phase error. 
In this procedure, two difficulties were encountered: 
a) since a complex function is to be fitted, the passband behaviour contains 
information concerning the stopband, too, especially because near 20 kHz 
the filter already starts to attenuate. This means that the correction filter 
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Fig. 3. Complex relative error of the 14/14 fit 
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will try to invert also a part of the transition band (and maybe of the 
stopband), having a large stop band gain. Fortunately, in our very case 
the edge of the passband is close to the half of the sampling frequency 
(25.6kHz), which resulted in a limitation of the gain: in the transition 
band the correction filter begins to compensate the rolloff, but its maximal 
gain is not larger than about 30 dB (see Fig. 4). 
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Fig. 4. Magnitude and phase response of the inverted z-domain filter 
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Fig. 5. Pole-zero pattern of the inverted z-domain filter 

b) Although the Cauer filter is theoretically mllllmum III phase, the 
z-domain equivalent not necessarily preserves this property (or at least 
not at high frequencies), thus the inverse may be unstable (Fig. 5). 

PINTELON et al (1990a) solved the problem of instability by inversion 
of the unstable poles. This procedure does not affect the amplitude re­
sponse, but spoils the phase fit. The phase can then be corrected by using 
additional allpass sections, which do not alter the amplitude response, ei­
ther. By using a phase corrector of order 20/20 (fitted in complex minimax 
sense), the complex error could be reduced below 7mdB. 

Though the design of the correction filter is not trivial (we have to 
minimize the phase error by a stable allpass filter), with some experience 
and experimentation an appropriate value of the allowed delay can usually 
be chosen, which results in a stable fit (PINTELON, 1990). 

Decreasing the order 

It is obvious that the above described very straightforward method is not 
globally optimal, since the two separate steps had different goals. This in­
spired us to look for a stable, good fit with an order lower than 34 (KOLLAR 

et aI, 1990a). However, our attempts to find such a fit using the available 
passband information failed, because even by using the same delay as for 
the phase corrector, some of the poles were always unstable (usually near 
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to the edge of the passband). We also observed very different stopband 
curves, which is not surprising since these are extrapolated from the noisy 
passband data. Thus, we decided to provide stopband information. We 
created a new data set by taking samples of the frequency response of the 
well fitted (but unstable) 14th order filter, and tried to fit this by filters of 
order less than 34/34, but with the same delay, that is, by the form zd H(z). 
After some playing with the weights (the stopband need not be fitted very 
exactly, moreover with uniform weighting the error around zero was some­
what larger than elsewhere), a 26/26 filter was obtained with practically 
the same fitting error as the 34/34 one. Even a 24/24 filter could be de­
signed with less than 10 mdB fitting error, and a 22/22 with 25 mdB fitting 
error. It may be interesting to throw a glance onto the pole/zero patterns 
(Fig. 6): the poles far from be unit circle and two of the three pole/zero 
pairs (almost coinciding pole and zero) disappeared, and their effect was 
substituted by a slight rearrangement of the rest. The pole/zero pairs were 
also present already in the original 14/14 filter, but there the order could 
not be decreased without a significant increase in the error: this filter has 
not enough freedom to 'simulate' the effect of these poles and zeros, if they 
are missing. In the 24/24 fit the last pole/zero pair also disappears, but 
this is already at the cost of a slight increase in the error. 
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Fig. 6. Pole-zero patterns of the compensating filters: a) The 34/34 filter (stabilized 
14/14 fit, cascaded with a 20/20 phase equalizer); b) The reduced-order filter 
(26/26) 

With the above technique we did not succeed in further reducing the 
order without a significant increase in the error. However, it still remains 
an open question whether even lower order stable filters exist with similar 
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performance. We incline to think that such filters exist, but at present we 
do not know any reasonable method to find them. 

FIR filter 

Although the above filters were implemented and worked well, the whole 
procedure is rather intricate and time consuming, furthermore it needs 
human interaction, first of all during the allpass design. If an FIR filter 
could be used, there would be no stability problem at all, and what is more, 
the implementation would also be much simpler. The widespread opinion 
(or rather: prejudice, as we are going to notice, see KOLLAR and ROLAIN, 
1990b) is that FIR filters which have the same performance as a good IIR 
filter, have a very large order, thus they are of no practical use. But the 
absence of stability problems is so attractive, that it is worth a trial. 

Before starting the design, three important aspects have to be dis­
cussed. First, since we are going to use a high-order FIR filter, the degrees 
of freedom will increase significantly. This means that we need a dense 
enough grid of the desired passband, to avoid obtaining a good fit on a 
coarse grid, while in between the fit is poor. For the above fits we used 
about 50 complex amplitudes in the total audio band, providing 2·50= 100 
equations. For the allpass design the point density was already increased 
by a factor of 2, and for the FIR fit by a fac;tor of 4. 

Second, the increased degrees of freedom may give rise also to large 
stopband gains. This can be avoided by artificially introducing zero ampli­
tudes in the stopband (the grid must be dense enough again, otherwise the 
algorithm will just put zeros to each zero amplitude), with a reasonably 
small weight, to allow large deviations from zero, compared to the desired 
small passband error. 

Third, the fit is to be performed in the complex domain. U nfor­
tunately enough, the well-known, very effective Parks-McClellan (Remez 
exchange) algorithm (MCCLELLAN, PARKS and RABINER, 1979) works for 
the real (or imaginary) case only, producing a linear phase FIR filter, fit­
ted in minimax sense. For the complex case there is still no standard 
algorithm. ELLACOTT and WILLIAMS (1976) used the reweighted LS tech­
nique (RWLS). CHEN and PARKS (1987) transformed the complex domain 
problem into an approximately equivalent linear programming one, and 
solved the latter using Algorithm 495. LEEB and HENK (1989) used Pade 
approximant techniques in an iterative scheme, based on the Remez ex­
change algorithm. NAGY (1990) used the Remez exchange algorithm to fit 
the real and imaginary parts of the transfer function separately, combined 
them to a nonlinear phase FIR filter (this brought his error under J2 times 
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the optimum one), and used an iterative scheme to reach the minimax fit. 
It is also possible to use the minimum p-error method of DECZKY (1972) 
for the nonrecursive case. 

The different algorithms should be compared systematically with re­
spect to their speed, memory need, convergence for high orders etc. before 
making a choice. However, since we had ready programs for the WLS fit 
(the ELiS algorithm, described in (PINTELON, 1990b), can also be used 
for this purpose), we used a modified version of the RWLS technique. It 
turned out that an FIR filter of order 56 (57 taps) has fitting errors smaller 
than 7 mdB, and a filter of length 49 had a smaller error than 10 mdB. 
The filters are easily realizable (see Fig. 7), with acceptable stopband gain. 
It is interesting to observe that, because of the 30 dB stopband gain, the 
impulse response has a highpass character. 
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By the experimentation with other anti-aliasing filter boards of the 
same type it turned out that though their global behaviour is very similar, 
sometimes the FIR order, necessary for 7 mdB fitting error, is much larger 
(100). Fortunately, this number is still acceptable to be realized in real time 
Us = 51.2 kHz). We observed that in these cases the initial fit is definitely 
worse at low frequencies. This may be due to the different behaviour below 
1 kHz (Fig. 8), which is in our experience the consequence of an impedance 
mismatch at the input of the anti-aliasing filter. Nevertheless, the HR 
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method still works fine with the same order (its error is not more than 
7 mdB), thus we speculated that the worse FIR fit is due to a pole very 
close to the unit circle. Indeed, the pole/zero pair near z = 1 in the inverse 
filter (see Fig. 5) is in the first case PI = 0.946855, ZI = 0.946290, while in 
the second case P2 = 0.967758, Z2 = 0.968282, that is, the second pole is 
significantly closer to the unit circle than the first one: 

(1 - PI)/(l - P2) ~ 0.053/0.032 = 1.65. 
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Fig. 8. Comparison of the passband behaviour of two anti-aliasing filters 

The closer a pole to the unit circle, the more zeros are necessary to define 
a similar transfer function. This seems to put a limit to the applicability 
of the FIR filters for compensation. However, if necessary, also a 'mixed' 
strategy can be applied: when the resulting FIR order is too high, and 
there are stable poles close to the unit circle, one should realize the corre­
sponding pole/zero pairs in first-order HR sections, and do the rest of the 
compensation by an FIR filter. 

Conclusions 

It has been illustrated on the example of a dynamic signal analyzer that it 
is possible to improve the quality of data acquisition channels by means of 
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digital correction filters. The complex error has been significantly reduced: 
from 200mdB magnitude error and 50-100° phase error (see Fig. 2), to 
10 mdB complex error (max. 10 mdB magnitude error or max. 0.066° phase 
error). The possibilities of the use of HR and FIR equalizers have also been 
investigated: it turned out that the FIR filter is preferable because of the 
absence of stability problems, and the ease of the implementation, at least 
if the desired error reduction can be achieved by an acceptable filter length. 
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