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The usual identification method of contlnU.OlJlS Clvn.anrnc SVf;te'ms 

consists of two steps. the discrete model of the system is 
determined from sampled signals discrete identification technique. The 
applied algorithm depends on the structure of the system and the noise. The 
second step of model construction is the determination of equivalent 
linear continuous system from the obtained discrete modeL 

The paper presents a method by means of which the parameters of the 
continuous process can be directly obtained if the Laplace transform of the 
input signal is known, The used technique is the generalization of Prony's 
method. The paper also deals with the connection of Prony's and Stieglitz
McBride's algorithms. 

The studied system is shown in Fig. 1. The continuous input and output 
signal of the process are u(t) and y(t), respectively. The sampled values of these 
signals are used for the model construction. They are denoted by 

Uk=u(t=kh) 

d"(t) 

Fig. 1. System model for identification 
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where h is the sampling period. The paper assumes that the input of the system 
is continuous, and its Laplace transform is known. The purpose is the 
determination of the transfer function H(s), the dynamics of the process. 

The simplest solution of the above task is the determination of the discrete 
transfer function Y (z) from the sampled output signal. We can use, for example, 
Prony's method by means of which the parameters of the numerator and the 
denominator can be estimated separately. Since the input signal b(t) is known, 
the equivalence continuous form of the discrete transfer function Y (z) can be 
determined. Using the Laplace transform of the input yields the continuous 
transfer function of the process: 

H(s)= Y(s) 
U(s) 

Since the transfer function Y(s) is estimated from the measured output signal, 
the exact values of the poles and zeros of the input cannot be obtained. From 

zeros and poles of the input cannot cancelled. 
model construction it is advisable to take into consideration the effects 

which don't correiate with the input signal (Fig. 2). In the figure 1\1 (s) represents 
the dynamics of noise, and it is assumed that the source noise is white. Another 
problem of the above suggested method is that algorithm indirectly 
~stimates the parameters of the signal. method presented in this 
paper the above me;nttOrleG dls;advant'ige;S. 

Fig. 2. Investigated continuous system 

3. Process 

Let us consider that it is desired to identify the discrete process from the z 
transform of the input signal and the sampled output values. In case of a given 
.input the discrete equivalent form of the process in Fig. 2 is shown in Fig. 3. The 
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model used for identification is 

(1) 

where the dynamics of the process is represented by the first term in the right
hand side of the equation. The second term is the noise model by means of 
which the effect of noise on the IS into consideration. 

Fig. 3. Discrete representation of a continuous system 

The source noise er is assumed to be of normal finite variance 
and zero mean value. z transform of the input signal is considered to exist, 
and to be known (for example: step sine function). sampled input 
can be written in the following form: 

G(z 1\ 
J - (2) Ut = 1) Or 

where 

8t = { 
1 'r t=O 

11 
0 t=l=0. 

The structures of the polynomials in the system equation and in the impulse 
function of the input are 

F(--h-l ' f _-1 .J... +z-q '" )- T 1'" ... , Jq (3 ) 
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If the step function has no jump at t=O, then bo=O. We remark here that the 
coefficients of the polynomial B(z - 1) depend on the type of the continuous 
input signal. The coefficients of the denominator are, however, not modified by 
the applied input signal. 

4. Determination of system p~aIDli;teii'§ 

The parameters of the system can be determined from 

Yt (4) 

where the z transform of the input is assumed to exist. Let us rewrite Eq. 4 in the 
following form 

(5) 

.it'rom 5 it is seen that the first term m Its right-hand side IS zero if 
t > d + m + p, that is 

-1 - 1 t>d+m+p (6) 

gives possibility to determine parameters of the system in two 
parameters =[a1,aZ"" and€:= c2,... can be 

determined then these vectors the coefficients the denominator of the 
process dynamics can be estimated. the basis of 6 parameter vectors 

and c) can estimated iteratively, quasi-linearization 
methods. If these methods are apOll!ed, 

The presented algorithm gives possibility to estimate the poles of the 
discrete system. Since the transformation of does not depend on the 
input signal, the poles of the continuous process can be obtained by means 
of the poles of the discrete system Zi: 

Here it is assumed that there are no pole multiplicities. 



PARAMETER ESTIMATION FROM SAMPLED SIGNALS 33 

The residua of the continuous system can be estimated on the basis of the 
following equation 

(8) 

t= 1, 2,3 ... 

where di is the residuum of the pole Cl: j. Symbol denotes the s - z - t 

transformation. In this way the dynamics of the process is 

e- dlrs 

i=1 Cl:j+s 

contlntllOl!S representation the noise can be determined, as 
well. The denominator corresponds to that of the process modeL In 
determining the numerator it has to be taken into consideration that the input 
of the noise model is white noise. 

The special case of the presented algorithm is Prony's method. 

Prony's method constructs the step function of the system from 
exponential terms: 

y(t) = I d" exp (Clkt)+e(t) 
k=1 

where y(t}= step function; 
r= number of the terms; 

dk = coefficient of the terms; 
Clk = exponential coefficients. 

(9) 

Since Eq. 9 is a step function, one of the exponential terms is constant, that is, its 
exponential coefficient (for example 0( 1 ) is zero. Prony's method finds the 
parameter vectors 

by the following three-stage procedure: 
1. It solves the matrix equation 

Yh+y=.s 

3 Periodica Polytechnica El. 24il-2 
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for b, where 

rv _ 0 

I Yl Yz 

L.-, Y,v-,-, 

Yr 1 Yl 

and 

F or the estimation N + 1 measured values can be used. E is the equation error. 
2. It determines the roots of the algebraic equation 

(11 ) 

3. By means of the roots the parameter vector is estimated on the basis of 
the equation 

where 
Zd= +e (12) 

Z= 

= [YOY1 ... 

zi=exp(aih) . 
the no·tat:lon of the nr~'''1f'"Q sectlO,ns, 9 can 

where 

It is assumed that C(z - 1) = A(z -1). 
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In Prony's method, Eg. 6 becomes: 

t>m. (14) 

Eg. 10 is obtained from Eq. 14 by applying the following assumption 

(15) 

since hi = at. From this it is seen method does not minimize 
the equation error of 9. It determines denominator of the system 
dynamics unnecessarily in a parameter space higher one dimension, It is a 
special problem to recover 

unnecessary to execute the itpro,tif""l.r\ 

problem doesn't emerge in ~r,nhJlna 

Let us investigate 

on error 
the it is 

a higher parameter space. The third 
suggested method since the unit pole is 

parameter vector In the above studied case 
estimation methods of the 

8 can be written as 

(16) 

It is a possibility to directly estimate the coefficients of the polynomial B(z - 1). 
On the basis of 13, 

Yr=B(z-) )u; + er (17) 

From this equation the parameter vector can be estimated directly, by 
noniterative way. 

The solution on the basis of Eq. 12 corresponds to the parameter 
estimation based on Eq. 17 and the determination of the residua by root 
separation, ignoring the filter of the input signal. This statement is seen from the 
following equation 

B(Z-I) 1 J 
A(z- ) (1-z- 1 ) r 

where the left-hand side of the equation is the discrete z transform of the first 
term in Eq. 9. According to Prony's method the poles can be separated before 
determining the vector €I, and the accuracy of the determination of the poles 
significantly influences the accuracy of the obtained parameter vector d. In 
estimating the vector b this problem does not emerge, or if the determination of 

3* 
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the residua is desired, the error is not multiplied. By estimating the residua, 
Prony's method estimates the coefficient bo indirectly, as well. 

On the above facts it can be declared that the following method is suitable 
for application instead of Prony's algorithm. 

1. The parameter vector a is estimated from the equation 

t>m 

by quasilinearization method. 
2. The parameter b is determined by the least squares method which uses 

the filtered input signal 

3. The parameters of the continuous system can be obtained by using the 
roots of equation 

and by applying the residua. 
Of course, if we don't want to estimate the parameter vector a and 

separately, the well-known discrete identification methods can also be used. 
F or example, if 1) = C(Z - 1 ) as in Prony's method, the parameters can be 
obtained quickly by method [4]. the parameters of the 
discrete model are step function equivalence continuous is 
easy to obtain. 

The paper presents a method by means of which the parameters of the continuous process can be 
directly! obtained if the Laplace transforn1 of the input slgnal is kno\\"n. The used technique is the 
generalization of Prony':) method. The paper also deals with the connection Pronis and Stleglitz-"
McBride's algorithms. 

1. GCPTA. R. D.-FAIRMAS. F. W.: Periodic sampling and continuous system identification. lnt. J. Systems 
Sci, 1972. Vo!. 3. No. 2. pp 187-196. 

2. WEYGANDT. C. N.-PuRl. N.N.: Identification of a linear system from discrete values of input-output data. 
1966. Proe. Fourth Allerton Conf. Circuits and System Theory. 903. 

3. L.~CRo!X, A.: Systemidentifikation mit dem Prony-Verfahren. Regelungstechnik und Process-Datenver
arbeitung. 21 (1973) H. 5. pp. 150--157. 

4. BANYAsz. CS.-KEVICZKY. L.: Identification of linear dynamic processes on the basis of sampled data. 1-
H. Elektronika. 67. 1974. and 68. 1975. (in Hungarian) 

Dr. Istvan V."'JK, H-1521 Budapest 


