
COMPARISON OF SOME DETERMINISTIC AND 
STATISTICAL METHODS FOR PROCESS IDENTIFICATION 

By 

A. FRIGYES and H. ATTIA 

Department of Process Control, Technical University, Budapest 

Received February 17,1978 

The paper aims at comparing two main methods of Process Identifica­
tion: identification by an ensemble of step responses and identification by the 
cross-correlation method \vith PRBSml.1 

As the PRBSml - within one complete period of the sequence - is of 
deterministic nature, it is constructed from the algebraic sum of step functions 
occurring at the zero crossing points which are determined from the charac­
teristic polynomial of the PRBSml. The crossing points are defined in an 
array 1n of order equal to the number of the zero crossing points. As a result, 
the output of the process is constructed from the algebraic sum of step re­
sponses at the elements of the array 1n under the assumption that the process 
is a linear time invariant. A noise is added to the output ,,,ith different levels. 
The cross-correlation technique is used to estimate the impulse response of 
the process. 

A guideline for matching the dynamic characteristic of the process 
with the parameters of the test signal is obtained. A periodic square wave 
function used in identification by an ensemble of step responses is obtained 
from the PRBSml, merely by changing the elements of the array 1n such that 
the process output reaches its steady state before the step function changes 
its level. The output contaminated with noise is ensembled ~md the step re­
sponse obtained. 

The comparison of the two methods, under the same measuring time and 
noise level, shows that an identification by an ensemble of step responses is 
preferable in the case of a low noise level in the output; for it is easy to apply 
and to realize. 

The cross-correlation method is used when the process output is higly 
contaminated ,vith noise and the ensemble of step responses method fails to 
provide acceptable accuracy in a reasonable measuring time. 

1 Pseudo Random Binary Sequence of maximum length. 
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In general, it is preferable first of all to test with a square wave function; 
this gives an advantageous information about the system (rising time, settling 
time, besides the noise level in the output). This information is helpful for 
the choice of the test signal parameters (PRSBml). 

1. Introduction 

The test signals used for identification purposes are very frequently 
so-called random telegraph signals formed recurrently from linear shift registers 
(PRBSml). The generation and the properties of (PRBSml) are intensively 
discussed and well-known [5, 8, 9]. The PRBSml generated by a digital method 
differs from the true random signal in that it is easy to generate and is deter­
minant their auto correlation function, if determined over an integer number 
of sequence periods, has no stochastic feature [9]. In addition, the requirement 
of zero mean value of the test signal in the (PRBSml) is, ,vithin one period, 
approximately fulfilled, so the relative frequency tends to 0.5 as the length 
of the shift register increases. Main stress is put on the correlation properties 
besides the zero mean value of the test signal [4, 15]. It can generally be said 
that the past ten years have been devoted to intensive work on the research 
and application of PRBS for the identification of concrete systems [9, 10, 
15,17] . 

. 1~---4----44--~-+-+++++++~~~-r~~-H~HH-4~~1-1-+-++++tt~t-s-ec-

.o.t. digit interval 

Test Signal 

Fig. 1 
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In our paper, we want to make use of the deterministic nature of the 
PRBSml, as it s"witches from one level to the other only at the time intervals 
of the shift register in a known way. The zero crossing points can be determined 
from the characteristic polynomial of the shift register [8]. For example Fig. 1 
demonstrates a 6-stage shift register circuit, having a certain characteristic 
polynomial. These points are defined in an array m of order equal to the number 
of zero crossing points. The PRBSml is regarded as the algebraic sum of step 
functions at the svvitching points of the PRBSml. The output of the process 
is the superposition of the step responses starting at the s-'witching points. 
White noise ,~ith zero mean value and different levels are added to the outputs. 
In the case of PRBS a cross-correlation between the test signal and its noisy 
output is performed. 

In the other case, namely if the input is a periodic square wave test 
signal, the ensemble of step responses has been accomplished. 

2. Basic analysis 

a) The cross-correlation method 

From the tables of irreducible primItIve polynomials of the PRBSml 
proposed by PATRESON [8], let us choose a PRBS of suitable order, then deter­
mine the zero crossing points in one period of the sequence and define them 
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in array m. The array m is composed by the time instants at which the PRBSml 
changes its sign. Let u(t) be the unit step function and nn the order of the 
array m, then the input signal x(t) can be "written in the form: 

or 

nn 
x(t) = u(t) + 2 ~ (-1)ju(zt - tj) 

j=l 

nn 
x[iLlt] = u[iLlt] + 2 Y. (-1)j u[i - m[j]Llt] 

""""'" j=l 

,~ith LIt, the digit interval of the shift register. In discrete form: 

nn 
x[i] = u[i] 2 ~ (-1)j u[i - mU]] 

j=l 

Eq. (1) gives the PRBSml constructed from step functions. 

(1) 

If the process is assumed to be linear, time invariant, then the output 
generated by the test signal given by Eq. (1) can be expressed in the following 
form: 

nn 
Yp[i] = y[i] + 2 ~ (-1)j y[i - mU]] (2) 

j=l 

where y[i] is the step response. 
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As the noise is unavoidably present in a real system, it is included in the 
model by adding it to the output of the unknown linear process. It is assumed 
to be ·white "\~ith zero mean and standard deviation an. Then the contaminated 
output is: 

z[i] = Yp[i] + n[i] (3) 

Calculation of the cross-correlation function on a digital computer is usually 
carried out in accordance "\vith the following equation: [n, 15]: 

1 nl-k 
K~~.Jt) = ~ x(iLlt)z«i 

nl - k 1=1 

k)Llt) 

or 
1 nl-k 

Kxz[k] = nl _ k ~ x[i]z[i + k] ... (4) 

Eq. (4) gives the cross-correlation function between the input x[i] and the 
output z[i] of the process. 

It is well known that, if the test signal is a PRBSml "\vith one period, 
whose autocorrelation function approximates the Dirac function, the cross­
correlation function approximates the impulse response of the process, that is: 

Kxz[k] = ph[k], h is the impulse response (5) 
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withtl = K~oJ = a. c. £.1 of the test signal at the origin, and the a.c.f. is corrected 
for bias term. That is: tI = a 2L1t, where a is the amplitude of the test signal. 
Then: 

If the amplitude of the test signal is chosen as 1, then: 

(6) 

Eq. (6) gives an estimate of the impulse response. 

b) A method using the ensemble of step responses 

A periodic square wave function is used as an input test signal for a 
process to be identified because it is easy to realize in practice, besides it 
eliminates the nonlinearities in the actuators [1, 20]. The square wave function 
changes its level at a time approximately equal to the settling time of the proc­
ess. It is interesting to note that this signal can be generated from PRBSml 
by changing the element of the array m and its order. The periodic square 
"wave function is introduced by: 

or: 

N, 

Y2~(-I)j2u(t + jTp) 
j=l 

N, 
xp[i] = u[i] + Y2 ~ (-I)j2u[i ..L m[j]] 

j=l 

where NI is the number of steps: TolTpo 

(7) 

Thus the output generated by the periodic square wave function can be 
written in the following form: 

N,-I 
Yp[i] = y[i] + Y2 ~ (-I)j2y[i +m[j]] (8) 

j=l 

os: i < m[l] 

The output contamined with noise is given by: 

z[i] = Yp[i] n[i] (9) 

la. c. f. = auto correlation function 
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By averaging over the measuring time To, the estimated step response 
is given by: 

yz[i] = _1 {[[Z[i] + ...!:..)l (-I)j2z[i + m[j]]} 
NI 2 J=l 

(10) 

0:::;: i < m[l] 

Namely the step response is deterministic and averaging will affect only the 
noise; 

1 { 1 N,-l. } 
yz[i] = y[i] + -, n[i] + - ~ 2( -1)J n[i + m[i]] 

1"\1 2 J=l 

3. Numerical examples 

a) Estimating the impulse response 

(11) 

The following structures are chosen in order to illustrate the procedures: 

1. 
1 

w(s) = -------
(s + 1)(2s + 1)(5s + 1) 

2. 
1 2s 

w(s) = (1 + s)(1 + 4s)(1 + 8S)2 

3. w(s) = ____ ----' __ ---'--' __ --C-___ _ 

A-priori information is required to choose the test signal parameters [10]. 
These are the settling time T s , rising time T R which are obtained from the 
step response of the process (Figs 2, 7, 10). 

Let the characteristic equation of shift register be chosen from the tables 
arranged by PETRESO:N [8]: F(D) = (DO D5@ Du), D is shift operator 
and EB modulo two additions. 

The length of one period of the PRBSml is: 

L = 2n - 1 = 26 - 1 = 63 bits 

The number of runs in one period is given by: 

nn = (L 1)/2 = 64/2 = 32 

The period T = LLlt = 63Llt "With Llt, the clock pulse interval of the shift 
register. 
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The zero crossing points in terms of the digit interval Llt are defined in 
an array m which is given by: 

m = [6, H, 12, 16, 18,21,22, 23, 24, 26, 30, 31, 32, 35, 

38,40,41,43,44,45,47,48,51,52,54,56,58,59, 

60, 61, 62, 63] 

The digit interval is sampled such that: 

where k equals the numher of samples in one digit interval and ts is the sam­
pling interval. 

Different values of the digit interval are assumed for constant k in 
order to adjust the band ,vidth of the test signal to suit the band ,vidth of the 
process under test. The test signal is shown in Fig. (lh). 

The output of the process is sampled ,vith the same sampling interval 
of the test signal. 

4. Results and discussion 

a) Cross-correlation method 

It appears from the different tests using different values of .dt, as shown 

in Figs 3,8, H, that: for the first example a good estimate of the impulse res­
ponse is ohtained at Lit = 2 sec ,\ith a period To = LLlt = 63 X 2 126 sec. 
This period is equal to the measuring time. For the second example, a 
good estimate is obtained at Llt = 4, sec, with a measuring time To = 63 X 

X 4 = 252 sec. For the third example, Llt = 2.5 sec and To = 63 X 2.5 = 

= 157.5 sec. 
The noise with different values of the standard deviation Un = 0.1; 0.2; 

0.3 is added to the output of each model, the cross-col'l'el&tion technique is 
applied at the same digit interval for each example (2; 4; 2.5 sec). It appears 
from the different estimated impulse responses that this technique gives a 
good estimate of the impulse response in the presence of disturhance, too, and 
it is affected slowly as the noise level increases in the process output. (Figs 
4,5,6,8, H). 

It has heen noted for the different tested structures arranged in Tahle 
(a) that good estimates are ohtained if the product of the digit interval Llthy 
the maximum run of the test signal is not higger than the rising time of 
step response of each structure ("run" of the test signal is the time hetween 
two successive s,vitchings). The relationship hetween Llt and the rising time 
is shown in Fig. 15. 

4 Periodica Polytechnica El. :!:;i1 
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At sec 

This can be considered as a guideline for the choice of !It. Since the 
maximum run is a constant number of digits, we can choose an appropriate 
value of !It only if the rising time is approximately known. Since the period 
of the test signal To must be chosen such that To> Ts , the settling time, in 
this case the minimum length of the shift register can be chosen according to 

L = Tj!lt = 2n - 1. 

That is, the order of shift register polynomial n is determined. As it is clear 
from the previous discussion that an a-priori information is required (settling 
time, rising time) for the choice of the test signal parameters LIt, L. 

An important advantage of the cross-correlation algorithm of this 
method is that, as the output of the process is constructed from a series of 
step responses (Eq. 4), the time hetween these steps is too much smaller 
than the settling time of the step response (the maximum' run as pointed 
out before - is not longer than the rising time); the output does not deviate 
too much from the operating level and saturation is avoided. So on-line identi­
fication is performed 'with a good safety. 
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b) Ensemble of step responses 

1 For the purpose of comparison, the same structures have been chosen 
oyer the same measuring time To and the same level noise for both methods. 

In example 1, the total measuring time To in the case of (PRBS) test 
signal was 126 sec and the settling time Ts = 25 sec. 

The number of step responses is 126/25 = 5. The outputs contaminated 
"with noise are shown in Fig. 12b, c, d. The ensemble has been carried out in 
5 steps. It is found that the method gives a good estimate of the step response 
only in the case of low disturbance level (see the case of Un = .03, .05). This 
is shown in Fig. 13b, c. 

2. A better estimate of the step response is obtained as the number of 
steps Nl increases, because the variance of the noise u~, diminishes inverse by 
proportion to the number of tests. (See Fig. 13a.) 

3. In the rising part, the estimated step response does not deviate too 
much from the step response obtained from the structure, and a notable devia­
tion (s"winging) is found in the steady state part, particularly in the case of 
high disturbance. If the steady state part is estimated by linear averaging 
such that the rising part is interconnected directly 'with the averaged steady 
state part, a good estimate is obtained even for a relatively high disturbance 
level. (See Fig. 13c, d.) 

5. Comparison hetween the cross-correlation method and the ensemble of 
step response method 

- It is found that, in the case of lo'w disturbance levels, the identifi­
cation by the ensemble of step responses is preferable to the cross-correlation 
method, because it is easy to apply and to l'ealize. Besides, no a-priori informa­
tion is required for the identification process. 

In the case of large disturbances, the cross-correlation method is 
more acceptable than in the step response method. On the other hand, a-priori 
information is required in order to choose the parameter of the test signal. 
(Fig. 14a, b, c.) 

- In general, it can be concluded that it is advantageous to test at 
first "with a square wave function. This provides good information of the system 
under test, i.e. rising time, and settling time in addition to the noise levels in 
the output. When the output is highly contaminated with noise, and the step 
response provides unsatisfactory accuracy in a reasonable time, the cross­
correlation method is performed ... "ith the help of the information obtained 
from the step response method. 
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Summary 
An algorithm of estimating the impulse response of a process by cross-correlation method 

is obtained. Guidelinesformatching the dynamic characteristic of the process (rise time, settling 
time) with the parameters of the test signal are given. A comparison between the cross­
correlation method and the average step response method has been done with the same measur­
ing time and noise level. 

~ It has been concluded that when the process is higly contamined with noise and the 
average step response method provides unsatisfactory accuracy in a resonable time, the cross­
correlation method is performed with the help of the information obtained from the average 
step response method. 
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