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1. Introduction

System identification is one of the most important problem not only
in control engineering but also in information engineering. For example,
let us consider a pattern recognition system such as man. We may know
the inputs and the corresponding outputs of the system. but we cannot
know how to recognize the visual system.

An input—output system can be represented by an operator from an
input space into an output space. Let X, Y and 4 be input space. output

x€X =
i Systern y=Ax
e A A
input output
Fig. 1

space and operator from X into Y, respectively. Then the output ¥ of the
system A input x is denoted by y = 4x (Fig. 1). If the given system is a
communication system. then svstem 4 is called a “channel”.

The fundamental problem of communication theory is to determine
reliably the input x from the information about the channel 4 and its output
v = Ax. On the contrary, the fundamental problem of system identification
is to determine reliably the system from the information about some inputs
¥.... x, and the corresponding outputs y; = Ax...., vy, = Adx.. In the
next section it will be seen that the system identification problem can be
reduced to a communication problem.
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2. Finiie-shot channel
Here, we assume output space Y to be a vector space. Then the set

m(X.Y) of all operators from X into Y will be a vector space with the fol-
lowing addition and multiplication by scalar:

(4 + B)(x) = A(x) + B(x) (1)
(2A) (x) = 24(x), A, Bem(X,Y), xcX, (2)
A: scalar

Let x be a fixed element of X. Define an operator @, from m(X.Y)
into Y as:

D(4) = A(x), Aem(X,Y) (3)

Regarding this operator as a communication channel, then m(X.Y)
will be an input space for the channel @ and an element of m(X.Y), that
is, a system will be an input signal. In other words, an input for an unknown
system A is a channel to obtain the information about the system. Therefore,
the problem of system identification is to determine reliably the input system

AEM(X,Y) channel y=®y (A)=Alx)
R R
input system output
Fig. 2
from the information about the channel @, and its output @ (4) = 4(x)

ig. 2

(Fig. 2).
Let us call this channel @, a “‘one-shot channel”. Similarly, for some

inputs x...., Xy, we can define “N-shot channel” an operator @,

co Xy
from m(X,Y) into YV as:

D, ) = (D), - . D () (4)

If N is finite, N-shot channel is called a finite-shot channel. Though each
element of m(X,Y) is not always a linear operator on X (here, we must assume
X to be a vector space), a one-shot channel is always linear on m(X,Y), since,

0, (4 + B) = (4 + B)(x) = (A(x) + B(x) = D(d) + O(B)  (5)

N

D (AA) = (AA)(x) = Ad(x) = ID(A) . (6)
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Similarly, a finite-shot channel is also linear on m(X,Y):
... (A + B) = (@x,(4 + B)..... Pxy(d + B))
= (Dxy(A4) + DPxy(B),. .., Dxpy(A) + Pxy(B) = (7)
=Dxy,. .., xy(Ad) + Dxp,. .., xn(B)
Dxy,. .o xy(Ad) = (ADxy(A).. .., IDxy(A) = 2Dxy,. .., xp(A) . (8)

Therefore, the system identification theory is alwavys a linear channel theory.
) ) Y y

3. System space

Assume input space X to be a metric space and output space Y to
be a complete normed space, that is, a Banach space.

An operator 4 in m(X, Y) is called continuous if for any x € X, given
¢ >0, there is 9 -0 such that if o(x.x") <" 4, ! 4(x) — A(x)]| < & Let
¢” (X,Y) be subset of all continuous operators in m(X,Y).

An operator 4 in m(X,Y) is called bounded if there is a number M >0
such that for any input x, || Ax!| < M. Let 5(X,Y) be a subset of all bounded
operators in m(X,Y), then b(X.Y) is a Banach space with the norm:

lIAIl:xSGugHAxH )

Let ¢(X,Y) = b(X,Y) N ¢=(X.Y). Then ¢(X,Y) is a closed subspace of H(X.,Y)
and therefore it is also a Banach space. If X is compact, then ¢(X,Y) =
= ¢~ (X,Y).

Since boundedness of the system means stability of the system, it is
natural to assume the system to be bounded. Similarly, it is natural that

the system is continuous.
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Fig. 4

Next, here, let us consider the one-shot channel @, on ¢(X,Y). Then,
we have following inequality:
P4 [ =114 || < [| 4] (10)
The inequality (10) implies that the one-shot channel @, for any x is eontin-
uous. Thus we obtain the first theorem:

THEOREM 1

One-shot-channel @, on ¢(X.Y) is a continuous linear operator for anv
xin X,

4. c-Decodable class of systems by finite-shot channel

Let D be a subset of the svstem in ¢(X,Y). If, for some x in X. one-shot
channel @, is injective on D, that is, for anv pair 4, B in D, 4x = Bx only
when 4 = B. then @, is invertible. Therefore, let y = @, - 4 be output of
the channel, then we mathematically obtain a system A = @y,

Definition 1. Tet D be a subset in «(X,Y). D is decodable cluss of
systems if there is some input x such that for any pair 4. B in D, 4x = Bx
only when 4 = B.

If D is decodable, then the input system A4 can exactly be determined
mathematically from the information y = @ 4 for some x in X. But we
dont know how to construct the inverse of @, .

In practice, the following definition is more useful:

Definition 2. Subset D of systems in ¢(X.Y) is called an e-decodable
class of systems by finite-shot channel, if for given & > 0. there is a finite-
shot channel such that approximate system A4 can be constructed with
|4 — A || < e, from the output of the finite-shot channel.
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5. Construetion of an approximate system

Definition 3. Subset D of svstems in ¢(X,Y) is called relatively compact
(or totally bounded), if for given & - 0, there are a finite number of systems
Ao ... Ay in D such that for anv system 4 in D, there is AJ- with [|4 -Aji l<C
<7 e. In this case, family of systems {4,..... 4.} is called e-net of D.

Let D(x) be the image of D by one-shot channel @, . From theorem 1,
we find that D(x) = @, D is relatively compact. In fact, if {4,,..., 4} is
e-net of D, then {Ax...., A x} is e-net of D(x). since,

%}.4.1'—;1}.-:5:‘/\“-1— 4. e (11)

R =4y

However, inequality (11) does not imply that if || dx — d;x || <C e, then
A —4; 1 <e

But this fact implies the following theorem.

THEOREAM 2

For every & 2~ 0, there is x in X such that for any pair 4, B in D with
i1 Ax — Bx || < &, we have || 4 — B || < e. Then subset D is an e-decodable
class of systems by one-shot channel. Proor: Given € > 0, let x be an input
satisfying the condition in the theorem. Let {4,...., 4} be e-net of D.
Then {4x..... Ayx} is e-net of D (x). Now. we get the output y = @ (A4) =
= (v ) of one-shot channel @, . There is 4, such that |y — dx || = | dx —

— A # | <7 & . Therefore, we can determme for input system to be --1 . Then,
from the condition of the theorem, we have || 4 — 4, [|<e. (qe. d)

Next, let us consider the condition for subset D of systems to be
relatively compact.

D is called equicontinuous on X if for any x in X, given ¢ - 0, there
is & >0 such that if ||x — x' || < 6, then we have || 4x — Ax’ | < & for
any A in D. The following lemma is called Ascoli's theorem:

Lemma 1. We assume X to be compact. Then subset D in ¢(X.Y) is relatively
compact if and only if D is equicontinuous on X and for any x in X, D(x)
is relatively compact in Y.

6. Schmidt class of linear systems

Now, let us confine our discussien to linear systems in ¢(X,Y). Let
j(X.Y) be subset of all bounded linear operators in ¢(X,Y). It is well-known
that j(X.Y) is also a Banach space with the norm:

14 |i= sup [[dx|[lx]] (12)

ixi=1
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From here, we assume that X = Y = H is a Hilbert space, and we
denote j(X.Y) = J(H).

Let {p};2, is a complete orthonormal family of H.

Definition 4. An operator A in j(H) is called Schmidt operator if

gi(fi% i) |7 < = or ;‘ | A [P<C oo
, We denote the set of all Schmidt operators by s(H). s(H) is called the
Schmidt class of bounded linear operators. If 4 belongs to s(H), then we

have > [(dp, ¢) P = 3! Ag, ||? andthis value does not depend on the
Kl ]

i

choice of complete orthonormal family {¢;};2,. Let
(4. B) = > (4g,. By) (13)
]

Then, s{(H) is a Hilbert space with this inner product and norm:

i

1ol

A= B = | 3 A (14)

{ !

Family of operators {p, ® ¢}, is seen to be a complete orthonormal family
of Hilbert space s(H), where operator ¢, @ ¢, is defined as:

(er @ p)()i= (@) x€H . (15)

Then, anv system in s(f) can be expressed as:

4= (A(Plv (P.\:) P D @ (16)

P

k1

6. e-Decoding of subset in s(H) by finite-shot channel

Let {g}~, be a complete orthonormal family of s(H).
Lemma 2. Let D be a subset in s(H). D is relatively compact if and only if
given & >0, there is an integer number N=DN(¢) such that for any system

A in D.

A —dyll<Te or > [(Agp @) < &
E2NT, (2N
I\T
where, Ay = 3 (Ao, o) ¢x ® ¢, -
k=1, [=1

From this lemma, we have immediately the next theorem:

THEOREM 3.

If D in s(H) is relatively compact, then D is an ¢-decodable class of
systems by finite-shot channel.
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ProoF: Given & >0, there is N=N(g) such that || 4 — A4, || < e, where
Ay =23 o (Ao, 9) ¢ © ¢ . Therefore it is sufficient to prove that
the coefficients {(Ag, ¢;)}il,,.; can be determined from the output data of

the finite-shot channel. Let 1, = ¢, (i = 1...., N). Then,
Dy A) = Ap; = (X (Ao @) o1 @ 90 1 = _\_ (Aes ¢i) -
Let y'= >y ¢r ¥.= (.9 be output of @y, Then. N-components
&

3o vk are equal to {(dg. ). ... (Ag.py) respectively. Therefore from
the N-shot channel @g¢.....p,. we obtain A, (Fig. 4) (q.e.d.)

7. Example

We consider now as input and output space H, Hilbert space L[ —m. 7],
which consists of all square-integrable functions on [—=z.z] and inner product:

(xy) = [ ) ¥(r) dr. (17)

It is well-known that L,[—z.7] has a complete orthonormal family:
— 1
polt) = 1127, gult) = —=cosk - 1. goq(t) = %sin kit
(h=1,2...) (18)

and Schmidt class on L,[—.7] equals the set of all integral operators as:

) = (dx)(s) = [ k(sa)a(t)dr (19)

—T

where integral kernel k(s,f) satisfies the condition:

[ M) Pdsd < oo . (20)

Complete orthonormal family of s(L,{—wm.z]) is family of integral operators
with kernel

B(s.8) = guls) pilt) - (21)

Summary

An input-output system can be mathematically determined by a triad (U, Y, F)
where U, Y, and F are input space, output space and mapping from U to Y, respectively.
Identification problem is to find out inputs and the corresponding outputs, if F is unknown
— black box.
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This paper presents methods to identify F within a tolerance &, trom knowledge of
a finite set of input-output relations in the case where F belongs to a specified subset of the
space consisting of all mappings from U to Y. These methods can be obtained from g-approxi-
mation of the subset of mappings involving F.
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