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The quality requirements of the transient control processes are more 
or less contradictory. A compromise may be realised with the help of the 
integral criteria (among others). A dynamic control process is called optimum, 
when a certain predetermined integral (functional) attains a minimum. The 
general form of the integral criterion IS: 

'" 
1= r F[x(t), t] dt = Min. 

a 
(1) 

F represents here a certain bivariate function of the time t and of a 
suitably chosen signal x(t). The function to be integrated should be purposefully 
chosen in a way that on the one hand it appropriately characterizes the 
quality of the transient process (e.g. taking into consideration both the overshot 
and the control period), and on the other hand it is of a relatively simple 
form expressing its relation to the system parameters as simply as possible. 
The enumerated requirements are more or less contradictory. So it is not 
surprising to find integral criteria of the most different forms in the literature. 

While by the linear criteria aperiodic processes may be evaluated in 
the first place, the quadratic integral criteria may he used to study both 
aperiodic and oscillating processes [1]. 

The most obvious criteria would be integral criteria relating to absolute 
values suitable to evaluate both aperiodic and oyershooting processes [1]. 
Yet the quadratic criterion is generally used in mathematical analyses, because 
the mathematical treatment of absolute values is rather circumstantial. The 
analogue computer, however, much simplifies the control system's study 
based on the criterion of the absolute values. 

When solving optimization problems it is ad'dsable to start from the 
unit step response, i.e. from the time range behaviour of the control system. 
But attention must be drawn to the relatively close cOllnection bet'ween the 
time domain and the frequency domain, so that the optimization conditions 
may often be determined also by the parameters of the frequency domain. 
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From the viewpoint of designing it is essential to know the kind of 
relation existing between a certain integral criterion and the parameters 
(e.g. coefficients or time constants, transfer factor) of the transfer function. 
This problem gains significance from the fact that the relations of the control 
system are usually given in the complex frequency (01' operator) domain and 
however simple it is to return to the time domain in principle, practically 
it is laborious, often troubling to find direct relation to the system parameters. 

In this paper we have described ALGOL procedures for the evaluation 
of the quadratic integral criterion of response functions under the effect of 
deterministic signals in single-variable linear control systems containing 
elements ,vith constant, concentrated parameters and others ,vith dead time. 

The described procedures may be well utilized in designing control 
systems either independently or built into multivariable extreme value finding 
programs. 

It must be emphasized that the value of this integral, similarly. to the 
rest of integral criteria, is meaningless in itself, but if for two different param­
eters PI and P2 the values 11 and 12 respectively are obtained and 12 < 11 , 
then the transient process, response signal of the control system chosen as 
basis of the criterion runs off more favourably with the parameter P 2 • 

If the integral value I versus the parameter (or parameters) P displays a 
minimum, then that parameter value (or values) is the most favourable, to 
which the minimum ensues. 

The definition of the quadratic integral criterion of the time function 
x(t) is 

1= S x~(t) dt. (2) 

According to the PARSEvAL-theorem [1] the following expression de­
scribed in the frequency domain is equivalent to the form of integral I in 
the time domain: 

j~ 

I = ~ f X( -s)X(s) ds 
271'] 

(3) 

-j~ 

where s = jw and X(s) = L{x(t)}. 
This latter expression may be described also in the following form: 

1=_1_ f _X(jw)X(jw) dw = -l-fIX(jW) I~ dw 
2n 2n 

(4) 

where X(jw) is the conjugate complex of X(jw). 
As IX(jw) 12 is an even function, the following relationship holds: 
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I = ~f,x(jco)12 dco = ~fG2(CO)dCO. 
2n n 

(5) 

o 

Evaluation of the quadratic integral criterion, when X( s) is a rational 
fractional function 

Be 
n-l 

~Ck Sk 

X(s) = C(s) = ..:.:..k=_O __ 

D(s) ,id
k 

Sk 

k=O 

(6) 

where the polynomial D(s) with a real coefficient has only left-side zeros. 
In most cases the real coefficient polynomial C(s) which is at least by one 
degree lower than D(s) has also only left-side zeros, though this is not a 
necessary condition for the present discussion. 

Now the integral form of (3) is: 

j= 

I=_1 fl~\2ds. 
2nj D(s) 

-j= 

(7) 

The value of integral I may be expressed as a rational fractional function 
of the coefficients Ck and dk and is found tabulated up to n = 10 in the liter­
ature [1]. The expressions obtained in this way, especially for high n values, 
are complicated and very inconvenient, therefore we utilized for the computer 
evaluation of I the following method: 

The evaluation of integral I may be reduced to the solution of the linear 
algebraic equation system of 

B=DA (8) 
Here 

r

bO 

1 r a

o 

1 B = b2 A = -a1 

i2n- 2 ( -1 )n-l' an-l 

(9) 

where 

(10) 

5 Periodica Polytechnica El. XIVj2. 
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If n is an odd mimber, then 

r do 0 0 0 

d~ d1 do 0 

D dn- 1 dn - 2 dn- 3 do (12) 

0 dn dn- 1 d2 

LO 0 0 dn- 1 ..J 

If n is an eyen number, then 

r do 0 0 0 

d2 dl do 0 

D dn d"-l dll - 2 d1 
(11) 

0 dll dn d3 

LO 0 0 dn- 1 

By solving the above equation system for the coefficient all_I' we obtain 
the sought integral as 

1= an-I. 

dll 

The ALGOL procedure developed for this case: 
procedure quadratic integral (n, y, transformer, generator, les); 
value n; iuteger n; real y; procedure transformer, generator, les; 

transformer (parameters, c, d); 
generator (n, c, d, a); 
les (n, a, x); 

y = (-1) i (n-I) * x[n-I]/d[n] 
end quadratic integral; 

(13) 

Output parameter: y - value of the integral. The other procedures 
in the program are to effect: 

1) procedure transformer (parameters, c, d); 
array parameters, c, d; 

(preparation of the blocks c [1 : It-I] and d [1 : n] from the parameters of 
the system) 

end transformer; 
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If the procedure is applied for a one-time evaluation of the integral 
criterion, then the transformer is dropped and the correspondent value at 
the beginning of the program is provided for by the instruction input (n, 
array c, d,); 

2) procedure generator (n, c, d, a) 
value n; integer n; array c, d, a; 
begin integer i, k, 1, m, li, lk; real", 
array b [1 : n], dd [1 : n, 1 : n]; 
for m: = 0, m+2 while m le n-l do begin s: = 0; 
for k: = 0 step 1 until m do s: = s --'- (-1) t hc[k+l]*c[m-k~l]; 
b[m/2+1]: = s/2; 1: = m end; 
for m: = 1 2, m + 2 while m le 2·m-2 do begin s: = 0; 
for k: = m-n+l step 1 until n-l do 
s: = s + (-1) l' hc [k + 1] *c[m - k 1]; 
b[m/2 1]: = s/2 end; 
if (n div 2 *2=n then begin li: = n/2 ~ 1; 1k: = n/2-1 end 
else hegin li: = (n + 1)/2; lk: = (n-l)/2 end; 
for k: = 1 step 1 until n do for 1: = 1 step 1 until n do 
if 2*k-l ge 1 and k le li then dd[k, 1] : =d [2*k-l] else 
dd[k, 1]: = 0; 
do if 2*k-l + 1 ge and 2*k-lle 11-1 and k le lk then 
for k: = 0 step 1 until n-l do for 1 : = 0 step 1 untilll-l 
dd [n-k, n-l]: = d[n-2*k+I]; 
for k: = 1 step 1 until n do begin for 1: = 1 step 1 until II 

do a [k, I]: = dd [k, 1]; a[k, n 1]: = b[k] end 
end generator; 

This procedure produces the Band D matrixes of equation system (8). 
The output A block contains extended matrix of the equation system. 

3) procedure Ies (n, a, x); 

(Supplies the solution of equation system (8) in vector X) 

end les; 
The equation systems were solved by the GAuSS-JORDAN elimination 

procedure. 
The "quadratic integral" procedure completed to an ALGOL program 

'was tried on numerical examples of known results. 

5* 
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Evaluation of the quadratic integral, with a dead time element: 
in the control system 

In this case the value of the integral criterion cannot be evaluated as­
simply as for the equation system (8), because X(s) is not a rational fractional! 
function. Here again we must rely on the integral of definition (3), which is­
convenient to evaluate in the frequency domain with the help of (5):. Now 
the improprius integral is to be evaluated: 

1= -;-S G2(ro) dW
• 

o 

Here G2(ro) is a conjugate fractional function in (I), with trigonometricaL 
factors in both the numerator and the denominator because X(s) contains· 
elements of the form e-sr as well. 

The improprius integral (14) was evaluated by the method used in the· 
numerical LAPLACE transformation. Accordingly the interval [0; 001 was 
transferred into the interval [0; 1] be the transformation 

So the integral to be evaluated assumes the form 

~ 1 

I = ~S G2(ro) dro = ~S G2( -In!!) dQ. 
n n Q 

(16) 

o 0 

As the integrand has a discontinuity at Q = 0, therefore a low numner Cl 

is chosen for the lower limit of the integral (a rv 10-3-10-6
) depending on 

the numerical range of the computer and on the required accuracy. Hence: 

1 

I = -~S G2( -lnQ) dQ. 
n Q 

(17) 

a 

The integral had been evaluated by a procedure utilizing the method of 
ROMBERG-STIEFEL-BAUER for the numerical integration [4, 5, 7]. A general 
statement of numerical analysis is namely that from among the NEWTON­
COTES formulae it is the method of ROMBERG based on a trapezoidal formula, 
is the most convenient one because of its simplicity and rapid convergence [6]. 

Conversion (15) is not indispensable for the evaluation of the integral. 
It is to be noted that the integral obtained from either in ranges corresponding 
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to the same (U, it is (17) which involves less iterations ,~ith identical accuracy 
and so this i!> also faster. 

The program developed hy using this procedure was. tested succesfully 
in control circuits containing dead time elements with one and two time 
constants. This procedure will also he presented hecause of its convenience. 

real procedure romherg (a, h, f, eps, ord); 
value a, h, eps, ord; integer ord; real a, h, eps; 
real procedure f; 
begin real q, s, fO, il, i2, x, delta; 
integer j, k, p; array t[1 : ord+l]; 
s· - h-a· x· - a· il· - f(x)· x· - h· .- ., .. -,.- ,~.-, 

t[I]: = (il + f(x»*sj2; il: = 0; 
for k: = I step I until ord do begin i2: = 0; 
s: = s/2; p: = 2 t k; 
for j: = p-l step -2 until 1 do begin x: = jjp; 
x: = h T (a -h) * x; fO: = f(x); i2: = i2 + fO end; 
i2: = t[k + 1]: = t[k]j2 + i2*s; q = 1; 
for j: = k step -1 until 1 do begin q: = 4*q; 
i2: = t[j]: = (i2*q -t[j])j(q -I) end; 
delta: = ahs«i2 il)ji2); 
if delta le eps then goto fine; il: = i2 end; 
fine: romherg: = i2 
end romherg; 

Here real procedure f is that producing the function to he integrated 
from the system parameters, so it corresponds to the transformer procedure 
in the previous case. 

W-ith the developed procedures also the quadratic integral criterion 
weighted hy the square of the time 

-I' = J t2 x 2(t) dt 

can he evaluated, as 
j= 

l' = ~ J x( -s) x(s) ds = ~ S (1)2(W) dw 
2~ n . 

where 
-j= 0 

d 
%(s) =- -X(s). 

ds 

(18) 

(19) 

(20) 

Here formula (19) corresponds fully to the previous ones, so the numer­
ator and denominator of X(s) are now the polynomials C(s) and D(s) respec­
tively. 



172 T. KorAcs and L. KEVICZKY 

Thus, differentiating (be it by a computer) according to (20) III ad­
vance, the procedures may be used directly in this case too. 

The described procedures may be very useful in designing control 
systems, as recently the computer analysis of such problems is gaining more 
and more ground. 

These procedures may be employed also by themselves, but their best 
application would be to incorporate them into multivariable extreme value 
finding programs, as in this way the optimum parameters of the control 
system with a given structure could also be obtained. 

Our further research is being carried out in this direction. 

Summary 

ALGOL procedures have been described for the evaluation of the quadratic integral 
criterion of response functions produced under the effect of deterministic signals in single­
variable linear control systems containing elements ",ith constant, concentrated parameters 
and others ,,;th dead time. 
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