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In designing the protective scheme of electrical systems the following
problem has been encountered: What is the probability of the required epera-
tion sequence in case of simultaneous application of a cluster of circuit-breakers
in different network configurations? The arising questions are as follow:

What is the probability of at least one of two circuit-breakers in series
(Fig. 1) breaking up to the time ¢,

— if the frequeney functions of the breaking times of both circuit-
breakers are identieal:

— if the frequency functions of the breaking times of both circuit-
breakers are not identical, but lag in time?

What is the relation between the number of the circuit-breakers in series
(Fig. 2) and the probability of at least one of them breaking up to the time ¢,
supposed that the frequency functions of the Lreaking times of the circuit-
breakers are identical?

In case of two circuit-breakers in series (¥ig. 3) what is the probability
of 4 breaking earlier than B,

— if the frequency functions of the breaking times of both circuit-
breakers are identical;

— if their frequency functions are not identical ?

What is the probability of one of a cluster of circuit-breakers .4 in series
breaking earlier than B (Fig. 4), supposed that the frequency functions of the
breaking times are identical ?

These questions can be answered by applying the principles of probability
theory.

1. The first problem is the following: how can the resultant breaking
time be influenced by applying two circuit-breakers in series ? The arrangement
of both circuit-breakers is illustrated in Fig. 1.

Let us examine the probability of at least one of the circuit-breakers
breaking within the time ¢. The following presumptions are herewith adopted:

The operations of both ecircuit-breakers are independent.

The frequency function of the breaking times is of normal distribution.
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By “breaking time” we mean the time from the event inducing the
operation of the circuit-breaker to the ignition of the are. (This definition
departs from the standard definition, but it is more convenient for calculations.)

The frequency function of the breaking times of circuit-breaker A4 is

fa®)-

The frequency function of the breaking times of circuit-breaker B is

fa(t).

Fig. 1 Fig. 2

The corresponding distribution functions are: F(t); Fp(z).

The question is: what will the combined frequency function of both
circuit-breakers be like ? It is required to know, what is the probability of the
event that circuit-breaker 4 breaks at the time t without B having broken
earlier,

The probability of 4 breaking in the time interval ¢ <& <t 4 dt is:

PlA(t,t + db)] = fa(t)dt

A An o oo Az Ay
Fig. 3 Fig. 4

The probability of B not breaking before the time ¢ is:
P[B(r < )] =1 — Fa(t)

The probability of the simultaneous occurrence of both events can be
calculated under the presumption that the events are independent:

PlA(t.t - dt) N B(z <1)] =fa@) . [1 — Fg(t)]det (1.1)

Inverting the preceding sequence: the probability of B breaking in the
time interval ¢ < ¢ <t -+ dt without A having broken before the time ? is:

P[B(#) N A(x < t)] = f5().[1 — F4()] dt (1.1a)

The probability of the simultaneous ignition of the arcs in both circuit
breakers is zero. As a consequence, the probability of one of the circuit-
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breakers breaking in the time interval t < # <t - dt earlier than the other is:

fapt)dt = fa®)[1 — Fp(@)] dt + fa())[1 — FA(t)]de (1.2)

If the frequency functions of the breaking times of both circuit-breakers
are identical, this frequency function takes a simpler form:

Faa(®dt = 2fa(0) [1 — Fa(t)] dt (1.3)

Tet us examine the distribution functions of frequency functions (1.2)

and (1.3):

Faol) = (faa@dr= (fa@det (falords— [ fa(0) Fylydv—

— ( fa@ B
_dF(y)
J() = 7
and:
ynm&@&=[%@%mﬁzmm&@—j%QQMﬁ
Hence:
Fp() = FA(t) + Fglt) — FA(t) Fp(z) (1.4)

If frequency functions of both circuit-breakers are identical, then the
distribution function is:

F ,4(8) = 2F 4(t) — FA() (1.5)

The question was, how the resultant breaking time could be influenced
by applying two or more circuit-breakers in series. The resultant breaking time
can be expressed by the expected value of the distribution, therefore the
expected value of the combined distribution function of two or more circuit-
breakers must be found.

The frequency function of a single circuit-breaker is illustrated in Fig. 6.
Connecting two circuit-breakers with identical frequency functions in series,
their combined frequency function fa4(f) decreases to the value — 0.5¢
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as illustrated in the figure; this value is characteristic of the decrease of the
resultant breaking time. If the frequency functions of both circuit-breakers
are not identical, the combined frequency function is f4 5(2) (Fig. 7). Its expected
value plotted against the shift between the expected values of both distribution

firdt e [

functions is shown in Fig. 8. This latter has been drawn under the presumption
that the dispersions of both distributions are identical, their expected values,
however, are different. The difference between both expected values — the
lag — has been expressed the following way: by how much is the expected value
for the higher-rate circuit-breaker (B) exceeded by that for the other one (4).

2. The second problem is the following: how can the resultant breaking
time or rather the expected value of the breaking time be influenced by con-
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necting a cluster of circuit-breakers with identical distribution functions in

series?

The frequency function for two circuit-breakers is described by relation

(1.3).

The frequency function for three circuit-breakers starting from relations

(1.3) and (1.5) is the following:

Faalt) = 3Fa() [1 — Faa(t)] = 3fa(®) {1 — [2Fa(t) — F4(0)]}
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The corresponding distribution function is:
Bty = [ 3,01 - 2E:(x) + Fa(@)] dr = 3E,() — 8F4() + Fi)
In case of four circuit-breakers:
Foalt) = 4700 {1 — [3E:() — 3F4() + F3(0])

Fa® = [ 470 {1 — [BEA() — 8F4() + FA@))dr =

= 4F,(t) — 6F%(0) + 4F%() — F4()

(2.1)

(2.3)
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In case of n circuit-breakers:

fualt) = nfa() {1 - U" N 14 Fy(t) — {" N 1] F(t) + ...
o (= 1) [n - 1} Fh() & ...+ {Z - i] Fe()]) (2.4)

The freqency function curves showing the expected values of the resul-
tant distribution in function of the number of the circuit-breakers in series,
are illustrated in Fig. 9. It can be stated that the breaking time decreases
with the number of the circuit-breakers in series.
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Fig. 9

The rate of the breaking time decrease caused by connecting a cluster of
circuit-brealkers in series, can he determined on the basis of the preceding
investigations. @

3. The third problem can beputasfollows: what is the probability of a
distinguished one out of two circuit-breakers (Fig. 3.) breaking earlier than the
other one?

Relation (1.1) gives the probability of circuit-breaker 4 breaking in the
time interval t <{ ¢ <t -~ dt without B having broken before the time r.
From this relation the probability of B breaking earlier than 4 in the full
time spectrum can be obtained:

o

PLA N Bl = | fa()[1 — Fy(t)]dt (3.1)

This integration can easily be performed if the frequency functions of
both circuit-breakers are identical:

oo £

PLANE] = [ fu0[L— Fy(o)de = [Fm - F;-;,@)] -

— o — oo

If the frequency functions of both circuit-breakers are not identical, the
integral is tedious to calculate, so it is advisable to apply a graphical method
or a computer.
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Suppose the frequency functions of both circuit-breakers differ only by
their expected values, i.e. the expected value of the breaking time of one of the
circuit-breakers is lower or higher than that of the other. Such a case is illus-
trated in Fig. 10, in which the expected value of the frequency function of
circuit-breaker B is by ¢ higher than that of 4. The function

fA(t) [1— FB(t‘)] zfres(t)

is illustrated in the mentioned figure; the integral of this function results in
the required probability.
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The probability of circuit-breaker A breaking earlier than B illustrated
in Fig. 11; the curve is plotted against the expected value for circuit-breaker B.

4. The problem as put in the prefatory part, is the following: what is
- the probability of one of the circuit-breakers A4; in series (Fig.4) breaking
earlier than eircuit-breaker B? .

In Paragraph 3 the case was dealt with when cluster 4 consisted of a
single circuit-breaker. In this case the wanted probability is:

PIANE] = [ £,0[1 — Fal0) dr
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If instead of A there are two circuit-breakers in series, the wanted
probability is:

P[4,U4,0B] = [fan()1 — F5(0)]dt (3.2)

in which according to (1.2):

Saradt) = fa,(8) [1—F 4, ()] +Fa,(t) [1—F 4,(2)]

r P (A; UAz NB)

o

051

-36 -25 -6 0 & 26 16 ——im

If the frequency functions of circuit-breakers A, and 4, are identical,
then according to relation (1.3):

Pl4,04,0B] = [2fa(9[1 — Ey()] [1 — Fa(t)] i (3.3)

4

If also circuit-breaker B has the same frequency function, then:

o

P[4,U4,nB] = J 2fa(t) [1 — Ey()2dt = — —i——“l — FA(t)}sJ = —z——

— o —o

Should the frequency function of circuit-breaker B be different from
that of circuit-breakers 4, then it is again advisable to integrate by a graph-
ical method or by means of a computer.

After this integration has been done, Fig. 12 illustrates the probability
of circuit-breaker 4, or 4, breaking earlier than B, supposed that the fre-
quency functions of circuit-breakers A are identical, and the expected value
of the breaking time of circuit-breaker B is by the time m longer but its
dispersion is the same as that of circuit-breakers A.

The probability of at least one of the circuit-breakers A breaking ear-
lier than B can be calculated in a similar way, under the presumption that
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the frequency functions of all circuit-breakers are identical. This is nothing
else but an improvement of relation (3.4):

1

P[4,U4,U ... U 4,nB]= (3.5)

14+n

Other possibilities also present themselves for the solution of the prob-
lems raised; the principles of these can be found in the Appendix.

Normal distribution of the breaking times was the presumption under-
lying our investigations. This presumption can, however, be considered only
as an approximation, as the value of the breaking time cannot he negative.
It would be more correct to take a reduced normal distribution into consid-
eration, this would, however, make calculations more difficult. How correct this
approximation be, can be judged only after determination of the actual distri-
bution, by means of measurements. If the dispersion is small as compared with
the expected value, then the approximation is correct. Parameters of the
normal distribution (expected value, dispersion) are not known even by accept-
ing this presumption. Consequently, in case of an actual application, investiga-
tions are to be made for the determination of the distribution of breaking times.
The investigations commenced here are to be continued in this direction.

Appendix I

The problems put in the prefactory part can be solved by the application
of an other principle, too. The train of thought of this kind of solution is pre-
sented in the following paragraphs.

Problem I: What is the probability of at least one of n circuit-breakers in
series breaking before the time t?

The opposite of the event that at least one of a cluster of circuit-breakers
breaks is that none of them breaks:

[4, U4, UA4U. UAd]=4d 04,0 ...04,

The probability of these events is:
P[4, UA, U4, U.. . U4]=1—P=[4,N4,N...N4,]

Let the distribution function F(t) of the breaking time of the circuit-
breaker 4; be known.

Accepting the presumption that the breakings by each of the circuit-
breakers are independent events, the distribution function of the event
[4,NA,N... N4,.]is:

FLA, N AN ...0 0,1 () =
=1 - Fy@®]-[1—Fu.@] ... [1 — Fa, ()] (F.1)

3 Periodica Polytechnica EL XIIIji
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and from this relation:

Fl4,U4,U... U410 =
=1—[1—Fa ()] - [1— Ea ()] ... - [1 — Fa, (5] (F.2)
This latter relation is nothing else but a special case of the general proba-
bility theorem of JORDAN.
This theorem presents namely the probability of at least k occurring out

of n events. In our case k = 1.
For two eircuit-breakers this relation is written as follows:

Frapp(t) =1 — [1 — Fy(t)] - [L — Fp(1)] = Fu(t) 4 Fp(t) — Fa(t) Fg(t) (F.3)

This relation is identical with R. (1.4).

By means of relation (F.3) questions 1 and 2 of the prefatory part can
be solved. Questions 3 and 4 can be solved besides the way described above,
also by applying the following principle:

Problem II: What is the probability of a distinguished one (A) out of
two circuit-breakers in series breaking earlier than the other one (B)?

Let the distribution functions of both circuit-breakers be known:

fa(®): f5(0)

In order to simplify the calculation a different designation is applied:

falty = f(1)
Salt) = g(?)

Investigating both frequency functions simultaneously, it is obvious that
circuit-breaker 4 breaks earlier than B if

t -9 <0 (F. 4
The following probability is therefore wanted:
Pl(t — #) 0]
For this purpose the frequency function of random variable (t — #)
must be found. This can be obtained by combining the distributions.

Iet random variable (t — #) be denoted by

E=1t -9
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The two frequency functions being mdependent in our presumption, the
combined distribution of ¢t and ¥ is:

h(ts #) = f(t)g(?)
The combined distribution function of both variables is:

PlE<z]=R(s) = ggj h(t, 9) dt d9 = gEj £(t) g(®) dt d9

After introducing the parameters

u=1=t—7
vo=1

the distribution function takes the following form:

R(z) = |1 /) g(9) drdd = |§ f(u+ o) g(v) du dv =

Z e
[ § flu+v)glv)dvdu

o

from which the frequency function of variable z is:

r(z) = S flu+v)glvyde = r flu 4+ 9) g(d) dd (F.5)

Considering that the examinations have been made under the presump-
tion that the distribution functions of the breaking times are normal, the
combination of these normal distributions is a normal distribution itself (1):

{ {x - m)?
exp| — ——"

r(z)

2g°

~ ViRae
where
m = M(t) — M(9)
and
= VD¥t) ~ D¥9)

According to the curve of this frequency function, the probability of
circuit-breaker A breaking earlier than B (Fig. 13)is according to relation (F.4):
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The curve in Fig. 11 is to be plotted acecording to this relation.

If instead of a single circuit-breaker A there are a cluster of circuit-
breakers in series, the problem is to be solved by writing Fa, y au...ua,) (£)
instead of fu().

/‘

pranBifilli re

0 m —e (8] = 2

Fig. 13

Appendix II

The question arises, how the dispersion ¢ of a circuit-breaker operation
can be stated.

If a circuit-breaker performs n breakings among identical short-circuit
conditions, generally n different breaking times are obtained. There is a shortest
and a longest value among them, and these two values are the limits of the
so-called “range”, denoted by w. If the number n of the tests is known, then
the expected value of the range and the dispersion are related as:

ot

!
|
i
{

—
<
v
<>

2.53 3.08 | 45

Summary

In designing the protective scheme of electrical systems the following questions are
often encountered:

What is the probability of one of a cluster of circuit-breakers in series breaking earlier
than the others?

How does the resultant breaking time change in case of a cluster of circuit-breakers in
series?

Taking certain presumptions in consideration, the paper determines the waunted prob-
abilities for different tripping times by means of distribution functions of circuit-breakers
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