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A dynamie control process is called optimum, i.e. the individual charaec-
teristics of the system are optimum, when a certain predetermined integral
reaches its minimum value:

I= Sxf(r (t),t) dt = min.

Signal x(t) might be the weight-function of the system [w(f)], the transient
component of the step response [v(t)], the error-signal of the control process
[x.(¢)], or when investigating the effects of the disturbance, the controlled
characteristic [x.(t)]. From among the different integral-criterions most often
the quadratic criterions are used, which can be applied for the investigations
into swinging processes too, as the compution of these is the simplest.

The simple quadratic integral criterion often also appears in the time
weighted, or quadratic-time weighted form. So the most often used integral
evaluations are:

I={2()d

0

I

J f tx® (t) dt
i

K= [ ex2() d

0

Literary texts deal amply with the integral-criterions of linear, one-
variable control systems with concentrated parameters. On the basis of the
published, precalculated relations the integral values, — when the Laplace
transformation form of the signal in question, resp. their constant coefficients
are known, — can be computed.

However, the simple quadratic integral criterions can be conceived and
computed also by the coefficients of the Routh-scheme, used for stability
investigations. The presentation of this is the paper’s purpose.
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1. Basic eoncepts
If the funection x(f) is the solution of the differential equation

() ‘ (n—1) .
agx +—a, x 4+ ... —a,_t-+a,x=0 (1—1)

with reference to the initial conditions

(n-—1) (n—2)

x (0).  x (0)....,x(0). =(0)
when the Laplace transformation form of function x(t) is:

g x(0)s" 1 - [aga(0) = a, x(0)] "2 — ...+

i i

(n~1) 0
- -+ [« X - ... +oa, (0 .
A(S)Z e i [(IF) X ( ) ‘- au—l 1( )] B _ (1_2)
a,s" —a,s"t L -8 — a4,

It can easily be seen, that if the initial conditions of the differential
equation are:

(n—1)
20)=1and » (0)=...=2(0)=0 (1—3)
then
X(s) = - (1—4)
= x(0) =10 (1—35)
then
- - a,
K(s)y=X,(s) = ——— - - (1—0)
al) Sn -~ a S!z—L
Let the transfer funciion of the contrel system be
a,

no_L 1
a,s" - a;s

o o (1-7)

=3

If a unity step signal acts upon the system inpu

5 (0 =10 X.(5) = — (1—8)
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then the transform of the controlled characteristic is
X, (s) = W(s) X, () (1-9)

and the transformation form of the control error signal is

W(s) X,(s) = X, (5) [1-F(s)] (1-10)

Substituting relations (1—7), resp. (1—8) we obtain as a result:

a,
_X,,(S) = — [1 — . & =
. '3 n-— o
5 [ a, - oS a5+ q
sl a8 - a8 S a
—— - S (1-11)
a[‘s”;(z s”—1~.4."—a s a,

L I et I

which evidently agrees with relation {1—4). On the s of the above argument
we can state: .

If the transfer function of the system is (1—7) and we examine the error-
signal effected by the unity-step. then the transformed function of the signal
agrees with velation (1—4) and the signal itself is the solution — involving
the initial conditions according to (1 —3) — of a differential equation similar

to the general equation (1—1), (which can be conceived on the basis of relation
;X‘C(S)>.
-

If we examine, however, the weight-funciion of the system from com-
paring relations (1—6) and (1—7),itis given, that the transform of the weight

funeciion, i.c. the transfer

£
1

unciion is:

Wi(s)=-"X,(s) (1—-12)

where X, (s) is the form in accordance with the initial conditions (1 —3) of the
transformed general equation

;
i

S
I

1—2). From relation {1—12) it can be seen,
that transfer function {s) differs cnly by a constant transfer factor from
relation (1—6).
he weight function of the sysiem therefore i proportional to the solu-
tion, involving the initial conditions (1—35), of a differential equation conceived
on the basis of w(s ) '1nd similar to general equation (1—1).
On the basis the coefficients of differential equation (1-—1) we can
write the Routn-scheme, used for stability investigations of linear systems,



156 J. LEHOCZKY

as follows:

Ry, = q, Ry, =a, Ry = a,
Ry=aqa, Ry =a, R, =a;
a,d, — a,a a a, —a,a:
Ry, = 12 02 Ry = L L
a, a
R Ry Ry, — Ryg Ry,
30 =
Ry
R(n~1)0
RTZO - a’l

Let us further introduce the following notations, which contain a certain
set of Routh-coefficients weighted by the initial conditions of the differential

equation:

s

o = 0

1 = Rgo %(0)

R, = Ry, #(0) — Ry x(0)
Ry = Ry, #(0) + Ry %(0) + Ry, x(0)
R, = Ry, #(0) + Ry %(0) + Ry (0
R; = oo(rxV)(O) -+ Ry %(0) 4 Ry %(0

=y

2. A simple quadratic integral eriterion

The double of the integral value
I={ () dt
0

can be expressed according to ErFErTz and CREMER, in the following form:

no==1
ﬂ&an&;;%ﬂxwm (2—1)

10
0
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n=2
ZJ‘ 0 dt = B s 0) 4 o {ﬁo“ (0) + x(o)]~ (2-2)
o RlO R?O ’R].O
n=3
2| x2(t)dt = ——IR;’O x2(0) + -———glo [-——11:00 x(0) + x(())]~ +
10 20 10 '
0
| e+ R 20) + | (2—3)
Ry, [ Ry Ry
n=4
o w2 (r) de = B0 pa oy + Bao [Bw gy o ioy[' -
RlO RZO 10
0
+ g‘-’ﬁ [1;00 #(0) + _.#1;“’ £(0) - x(O)]’ +
30 20 20
+ Ry [.__ROO #(0) = T 500) 1 [R‘“’ L J(0) + x(O)]Z
Rio RS() R30 Rl() R30
(2—4)

The evaluation becomes especially simple, if the initial conditions are

(n—1)

x (0)=...=2x(0)=0 and x(0) =<1 (2—5)
because then:
2 .;‘:2 (t) dt — R(]O + RlO + R‘l() _]_ o _1- R(n'—'l)(\ (2___6)
Rln R‘.’O R3Q Rno

It is to be noted, that when x(0) == 1, then the right side has to be multiplied
by the value of 2% (0). Substituting the initial conditions (2—35) into equation
(1—2), we obtain relation (1—4), which implies, that with such initial condi-
tions the transform of function x(f) will be equal to the transformed function
(1—4). If the transfer function of the systems equals relation (1—7), then
relation (1—4) is the transformed function of the error effected by the unity
step, therefore, the quadratic integral criterion conceived with reference to
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the error effected by the unity step, will just equal relation (2—6),

70
=]

£

J : (tydr = i ;ROO L Ry, o ! R(’i—‘)'_"
0

B : B R B
- ,RU) Rin Rr;U

A=
A

On the other hand, it is
(ri—1) (rn—2)

x ()=1and x (0)=...=x0)=0 (2-7)

then
X0 (t)dt = -
- -’-R(n—nn R

(28]

telt]

Thus this method of computation can be used for the evaluation of the
transformed function signal in the form of

X(s) = — (2—9)
a, s a g1
As the above relation — but for a constant transfer factor — equals
the transformation form of the weight function
W(s) = —=X(s) (2--10)

Ry,

therefore

Example 2.1. Let the position control system according to Fig. 1 be
. .

given. The transfer {unctions of the opened and closed system are:
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On the basis of the typical equation the coefficients of the Routh scheme are:

1
A

ROI
Rll

&= + Xe A 4 Ke= O
Ao I<.>} G m

- e 1+5T, S/TtsT)
L — G S{t#5Tm)
1
%
i
| -

!

A}
Ti

In ihe case of a uniiv ste

control error is:

e quadratic integral value of the svstem weight funection 1s:

guadratic integral of the

| st () de = — | =22 £ — ) =
J 2 . Rl‘l *20 RSJ .

139

v

stem
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It is to be noted, that if the input signal is not an 1(z) unity step function, i.e.
x(0) = 1, but some other step function, then the right side must be multiplied
by the square of the input step function, i.e. by 22 (0).

3. Time weighted quadratic integral criterion

The computation of the time weighted quadratic integral value of signal

x(t)
J={ () de (3—1)

0

can be deduced from the computation of the simple quadratic integral value.

In accordance with the well-known theses of the Laplace transformation
and utilizing the complex convolution the time-weighted quadratic integral
— when the transformed function X(s) of signal x(t) is known — can be
computed. The utilized relations are:

L[ (1)] = J 2(t) e=s' dt

oo =

Fix2(2)] = ‘ tx? (1) dt = — lim o % (1) et dt (3—2)

s—0 88§

0
where according to the Parseval-thesis

Je=
J x2(t)e~>dt = —-l—j X(s) X(—s)ds
2zj .

0 e

The time weighted quadratic integral values of signals possessing a
transformed function like (1—2), plotted against the constant coefficients
of the transformed function are published in references [2, 10]. Computing
the integral values with the aid of the Routh coefficients, we obtained the
following results:

n=1

J tx? (2) dt = LR

10
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n=2

Jﬂtxz =~ 28 IR 1 gy R RZ‘)

; 4 R 2R Ry 2R, R,, ~
n— 3

Jtﬂr(t)dt 1 R 1 [R1R2+RQR3]+

0 4 R‘;U 2R30 Rlo Rao

o [Ri B+ RoBso o (py 2R/ Ry) (E@:E@_ N

2R3, Ri, R,
-+ Rs(Rgo = Rm)
Ri, Ry

n = 4

J‘tx'« (t)dt = LS R? 1 [9__ . Ry, +

: 4 Rj, 2Ry, R Ry,

42 RO”—- (R — 2R, R,) + _Rﬁ_._ (R} — 2R, R)) -

Ry Ry, Ry, Ry
. 1 (R,R,—3R,R,)+- R R, R, + R, R, +
Ry R Ry R,
-+ R} Ros Rop + Ri"] L1 \;R%UR%I u
RyRy Ry | 2R3, | B3R,
R—
R; Rl” R;O R-lf) R‘Zu -
(RD Rl() - 4RUOR Rol)

161

The evaluation becomes more simple, if we write the time weighted

guadratic integral with reference to the error effected by the unity input signal.

In this case in sense of the transform function described in (1—4):

R, = Ry, Ry = R,5, Ry =Ry, ...

as
(n—1)
x (0)=
On the other hand, if
(n—1)

2 (0)=1 and

(0

)=0 and x(0)=1

(n—2)

x (0)

c=x(0) =

0

(3—4)
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then the integral involving the weight function can be computed in a more
simple way, because

R,=Ryand R._|= ... =R =0 (

— 3

Qo

~

If we substitute the (3—35) relations into (3—3) equations, further taking
relation (2

10) into consideration, we obtain the following simple results,

which can be utilized for the weight function evaluation:

n=1 =
) 1 R
‘ tw (1) dr = — 00
M 4 Rm
b s
n=>2
T 1 R, R,
; at (i) dt = — 2 0
A4 5]
5 4 Ry AT
2 oz
noe3
& 1 R i Rz R.
22 P 00 D outt3y , p
J [ty (t) (Zf == " vD‘ - 1‘*1)“ 30 I f"l“{
; T Aty 1y :
n=4 =
" 2 2
J 0o (1) di = — Ry, Ry Roy +Rfy |
4 R’U 2y, RluR’n
0
' R I
R : L R2 o .
- (ﬂn Rlu - ’I'R»zuﬁon T Rm) Py S (d_;ﬁ)
2 FLo

Example 3.1. The position control

shown in Fic. 1 is given.
The transfer functions “ud the Routh scheme coefficienis are identical with

those in example 2.1, In the case of a vunity step input signal the time weighted

o
=
2Tl

quadratic integral of the svstem control errcr, considering that
R =T,R,, R, == T: T, R,y=1
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and the time weighted quadratic integral of the svstem weight function on
the basis of formula (3—06) is:

e

: g 1 7,7, T ,
! t'lf‘z (Z) dt = — P L - T»rTnz —‘r}v_aﬂ‘r"zlr _— T;; - CFIT
4 , g ,
v & A (* g7 A )'
0
4, Square-time weighted integral criterion

P

The computation of the sguare-time weighted intesral value
o = <

can equally be deduced from the computation of

t-k

the simple quadratic integral.
The wtilized relations are:

Llix(r)] = — X(s)

h —j=

The order of equation of the transformed function derived denominator
will be doubled in relation to the original one, due te the differentiation, and
therefore, the computation of the square-time weighted integral criterions,
even tor systems with very small crders of equation. is very complex and
difficalt to handle. However, for the sake of completeness we can put down
the values of the first two integrals. expressed with the aid of the Routh
coefficients:

: R N
n=1 ) 22 (1)dt = —2 R2
" 11.\1“
0
1 Ry . .. Ry, R Ry,
n=2 ‘} 2 ()de = — 2"’ L f{ 0oL Mo
N 4 Rln L )Blt) ‘LRUS RGL
o ) .
nR B‘I,,’“ R R_,[ (,,qu . Rm, ,{ Rln .
‘ 3 o 3 COARS
AR3, RE R3, 4R, I 4R35
Rx £l R()(b Rm o R(;n o E5, ) (4_“ ,)
2 2 ’ 3 ‘ R2 =~
= To 01 10 R,
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Comment: In the case of systems with higher orders of equation the
computation by Routh coefficients of the square-time weighted integrals is
very intricate. In the sense of the (4—1) relations they can be traced back
to the relations in Part 1, only it must be remembered, that e.g. the computa-
tion of the square-time weighted integral criterion of a third-degree system
can be deduced from a sixth-degree common quadratic integral expression,
where the involved Routh coefficients will, of course, have a different meaning
than' the Routh coefficients of the original third-degree system. The evalu-

ation is simpler, if
(n=1)
2(0)=1 and =x(0)=...=%0)=0

In this case:

Ry = Ryp: Ry = Ryp. Ry = Ryy. ...

On the other hand, if

(n—1) (n—2)
2(0)=1 and x0)=...==x(0)=0

then

R,=R, and R, ,=.. . =R =0

Therefore, the square-time weighted integrals involving the weight function are:

n=1 Jti’w'-’(t) g — + B
4 R§,
0
n=2 Jte w(¢) dt = € Ra -+ R, R, B, b Rug -+ Ry
4 Rj§, R3, 4R\ Ry, 4R3, |
0 (4—3)

as with a second order system Ry = R,.

Example 4.1. Compute the square-time weighted integral of the error
function involving a unity step input signal of the tracking control system
shown in Fig. 2, when the transfer functions are:

. A
Y(s) =
1-+-sT,)s
A
()= —
T, s+s+ 4
Xe(s):' Tms_l— 1
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The Routh-coefficients of the system are:

Roo = Rn, Rm =4 R1 = Ty
R,=1 R, =1
Rzo = A

n

The required relation on the basis of expression (4—2) is:

e ad()d = T 1+ L), Ta [;1+_xz_i i
§ A3 4\ A2 2 | A3
i
=T [_L _ __-L} o T
o2 243 A2l o442
Xi o+ Xe Am Xe
%_ A 5(1+5Tm)
L
Fig. 2

Example 4.2, Compute the square-time weighted integral of the weight
function of the system shown in Fig. 2.

za

S 1202 (1) di

0
The required integral on the basis of relation (4 —4) is:

- 1 " T 19
2w () dt = — A4 - T,|T: 47 — 2 .
® S 44 442

0

Summary

The paper presents the computation of simple quadratic integrals, often used for the
optimation of systems, with the aid of Routh coefficients. It introduces particularly the com-
putations of the common, the time-weighted and the square-time weighted simple quadratic
integrals. At the end of the sections applications are shown by simple examples.

6 Periodica Polytechnica EL X/2.
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