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Kno'wledge of the properties of the equipment subject to controlling is the 
precondition of adequately designed simple control circuits as 'well as complex 
systcms of control. This means that the quantitative relationships of the proc­
ess characteristics must primarily be known, for only then can the structure 
of the controlling equipment required for attaining a given goal of controlling 
be determined. 

l\Iostly, our knowledge of chemical processes is incomplete in this respect 
(only a fraction of the necessary data are to be found to figure in relevant 
literature), the designing of the controlling equipment must, therefore, usually 
be preceded by an investigation with the object of establishing the quantitative 
relationships mentioned above. 

It is expedient to make use of the technological flo"w diagram of the 
process in question as an aid in the investigation. First, the controlled process 
must be delimited on the basis of the £10,\" diagram. This delimitation is neces­
sary both for reasons of engineering and of economy. 

After a study of the delimited process (to be denoted shortly as process 
in the following), its detailed block diagram must be established. The block 
diagram incorporates all of the variables of the process that are essential from 

the aspect of control, together with their causative relations. 
The process is subdivided into adequately chosen operational units in 

order to build up the block diagram. 
The block diagram outlined above does not supply information on the 

relationship of the input and output variables of the operational units inasmuch 
as it does not specify which input variable acts essentially upon which output 
variable. A supplement is, therefore, required for every block (except, of course, 
those which possess only a single output and input variable) to unequivo­
cally illustrate the relationships of the variables. Expedient for this purpose 
are tables whose columns constitute the output variables and whose rows de­
note the input variables of the same operational unit, the signs inscribed in the 

'" Presented April 19, 1966, at the conference JUREMA, Zagreb, Yugosla'via. 



200 E. SDfO.YY[ 

squares of the table referring to the relationship of the given input and output 

variables. 
The relationships of the input and output variahles of the operational 

units can be determined in various ·ways. One way is to detcrmine the action 
of certain input variahles on certain output variables on the basis of prelimi­
narily known (flow, heat-transfer, reaction, etc.) equations or empirical rela­

tions by means of theoretical considerations, and then to establish the magni­
tude of these actions. It must be noted, hO'wever, that this procedure is feasible 
and 'will result in satisfactory results only if the individual operational units 
are not overly complicated and do not involve an excessive number of state 
variables determining the course of the operations. 

The other way, 'which, however, can be applied only to processes that 
have already been realized, consists of the observation of the process and of 
subsequent analysis [11]. 

Investigation of the controlled process consists, in both cases, of deter­
mining the static variables, investigations on stability and determination of 

the dynamic hehaviour. 
Determination of the static variables will not be given separate considera­

tion since they form a part of the dynamic investigations. HO'wever, the ques­
tion of whether the steady state condition [3] alone determines the hehaviour 
of the system from the viewpoint of control engineering must, necessarily, he 

dealt with. 
When subjecting systems of chemical engineering to investigations, most 

authors find it sufficient to investigate the steady state condition, justifying 

this as follo".-s: 
(a) The system cannot he suhjected to dynamic investigation on account 

of its complexity. 
(h) If all of the input variahles determining the output variables of the 

operational unit are kept at constant value, the system remains in the state 

of equilihrium. 
The first statement is true on account of insufficient knowledge of the 

processes and equipments in chemical engineering. Consequently, the thorough 
study of cvery system in chemical engineering demands intensive theoretical 
and practical ·work. (For instancc, the preparation of a programme for the 
control hy computer of certain distillation towers requires several hundreds of 

engineer-years. ) 
The second statement is wrong. The causes are the foHo'wing: 
(a) The constancy of all of the input variahles can never hc ensured in 

practice since the output signals of systems in chcmical engineering are affected 
not only hy modifiable variahles but also by external variahles (e.g. hy cata­
lyst activity, hy amhient temperature, ctc.) which cannot hc maintained at 
constant values. This is on the one hand. On the other hand, every closed-loop 
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control possesses an inherent fault due to which not even the modifiable vari­
ables - whose constancy we wish to ensure by means of some closed-loop 
control - can be maintained at the required constant level ·when the system is 
subjected to disturbances. 

(b) Even if all of the input variables can be successfully maintained at a 
constant level, the system may still be subjected to the phenomenon of self 
oscillations. 

It is evident from the preceding that a dynamic investigation is a neces­
sary condition of the appropriate operation of systems in chemical engineering. 
Systems of various types have, therefore, been recently subjected to numerous 
attempts to investigate their stability. They will be discussed in the following. 

The dynamic behaviour of a system can frequently be specified by means 
of the methods determining the stability of systems in the chemical industry 
as well. Consequently, these two investigations will not be conducted sepa­
rately. 

I. Investigations on linear systems 

The methods described in this paragraph assume the system subject to 
investigation to be linear. This implies that the relationship between the out­
put and input signals of the system subject to investigation is described by a 

linear differential equation. 
The methods of investigation considerably differ for one and for several 

input signals, for concentration and dispersion in space, and for simple or 
multiple feedback (the latter ·will not be dealt "with). 

1.1. Investigation by typical input signals 

The essentials of the described method are the following: Any delay time 
is eliminated by the coordinate transformation of the transfer function, then 
the values of the dependent variable are substituted into the n-fold integral 
of the function at as many points of the curve as many constants of the equa­
tion describing the curve must be determined. 

One of the conditions of applying the method is that the shape of the 
transfer function of the system must be known. Therefore, the object is to 

determine the constants of the transfer function. 
The values of the determined constants are mostly informative only 

and are aceep-cable solely for estahlishing the order of magnitude of these values. 
The method can be used only if the system can be given a relatively 

large input step. This, however, cannot he done without greatly disturhing the 
system to a considcrable extent; the method is, therefore, impractical. 
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1.2. Investigation by sinusoidal input signals 

Output signals pertammg to sinusoidal constant frequency input 
signals are measured. The value of the constant frequency must include 
the entire range of frequencies (0 < DJ < =). The quotient of the complex 
numbers formed by means of the amplitudes and phases of the input and 
output signals gives the transfer function. 

In equipments in chemical engineering, the high-frequency range can 
only but seldom be attained as the amplitude of the output signals is small 
- on account of the great iner':ia of the systems - and phase lag is very great. 
That is why the measurement of the output signal is entirely unfeasible or else 
meets with difficulties. The method, as a consequence, can be used only infre­

quently. 
VOLJTER'S article [15] on the automation of reactors used in the synthesis 

of ammonia constitutes a good example for the joint application of this method 
and of the one described in the preceding paragraph. 

1.3. Investigation by stochastic input signals 

The input signal of the system is the sum of the original input signal 
and of a constrained white noise [4]. 

The pow-er density spectrum formed from the cross-correlation function 
of the noise and output signal yields the transfer function 

Wb/{ (s) = Y (s) Wbb (s), 

where 
Wbk(S) is the power density spectrum of the cross-correlation function 

of the input and output signals, 
CPbb (s) being the power density spectrum of the autocorrelation spec­

trum of the input signal [41 
The method can be used in that instance when the limit frequency of the 

noise generator is higher than that of the system subject to investigation and 
when the noise and the original input signal are not correlated. 

The advantage of the method is that it can be used in the case of several 
input and output signals (which, hO'wever, must be in linear relationship) as 
well. 

A broader use of this method was hitherto restricted by the expensive­
ness and complicated design of the correlator figuring in the block diagram, 
and by having to convert the signals transmitted by the system into electric 
signals used by the correlator previous to introducing them into the latter. 
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1.4. Linear systems with several variables 

If the system possesses an m number of input signals and an n number 
of output signals, then the relationship of the output signals and input signals is 

Y=X G, 
where 

X = [Xl; Xc! ... X m], 

Y [Y1 ; Yc! . " Yn], 

the row matrix of the Laplace transforms of the input and output signals, 

the so-called transfer matrix. 
The relations bet"ween the individual input and output signals (i.e. the 

individual elements of the transfer matrix) can be determined by the stochastic 
method described in the preceding paragraph. 

The method was employed for the investigation of a rectifying column by 
A::I!UNDSO=,\ [5]. 

1.5. Distributed parameter systems 

The differential equations characterizing the system are partial differen­
ti al equations since the output signal (or output signals) of the system is a 
function (or functions) of time as well as of the location parameter. 

The investigation of such systems that are describable with partial differ­
ential equations can be simplified by the analysis of the transformed differ­
ential equation obtained by the Laplace transformation of the equation. If, 
besides time, "we have only a single independent variable, then the transformed 

equation is an ordinary differential equation. The method is applicable if the 
partial differential equation describing the system is linear and its Laplace 
transform exists. This method has been used at our Institute for investigating 
the stability of isothermal tubular reactors [13]. 

2. Investigation of nonlinear systems 

General methods are availahle for the discussion of linear systems, yet 
no general procedure is known as usable with nonlinear systems. This is due 
among others to the diversity of the various nonlinear functions. 

The properties of nonlinear systems considerably differ from those of 
linear systems. Thus, for instance, 
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(1) The characteristics (not only the magnitude) of the output signal 
of a system are functions of the magnitude of the input signal (e.g. diverse 
products may appertain to various temperatures in catalytic reactions). 

(2) The stability of a system is a function of the properties of the input 
signal also (e.g. the system may develop self oscillation within a given range of 
temperatures and feeding spceds in certain polymerization reactions). 

(3) The amplitude and phase of a system depend also on the direction of 
the change of frequency. (It may be assumed on the base of certain results of 
measurements that in industrial reactors, the rate of reaction of the synthesis 
of ammonia is a function of the direction of the change of temperature as well.) 

On account of the diverseness of nonlinearities, the methods of our inves­
tigation are each applicable to a group of nonlinear systems. The most impor­
tant methods for investigating the stability of nonlinear systems will be describ­
ed in the following. 1 

2.1. Linearization 

The essentials of the method are the following. In the vicinity of some 
working point, the time function of the system is substituted by the approxima­
tion of the first order of its Taylor's series. 

The method is applicable if 
(a) the function is 

(A) continuous, 
(B) analytical, 
(C) monovalent 
in the range subject to investigation; 

(b) small changes are being investigated; 
(c) the Taylor's series converges rapidly. 
From among the above conditions, (C) is frequently not fulfilled (e.g. 

t'wo temperatures may appertain to a given conversion, etc.). If the system 
is affccted by excessive disturbance, (b) neither will be fulfilled (this occurs 
rather frequently at breakdo'wns). 

Condition (c) is frequently unfulfilled as 'well (with functions possessing 
extreme values or with exponential functions describing the dependence of a 
chemical reaction on temperature in the practically important range of tempera­
tures). 

The method and its errors can be studied on the lectures by HOFTYZER 

and ZWITERL\G [12]. 
The lecturers investigated the high-pressure polymerization reaction of 

ethylcne as functions of oxygen concentration, pressure and temperature. 

1 :\Icthods founded on the solution of differential cquatiol1s will not be dealt wi th ill 
spite of their importance increasing with the spread of computers. 



STABILITY OF EQUIP.UENTS I.Y CHEMICAL E.'iCr'EERISC 205 

Writing down the equations of the conservation of mass and energy (having 
neglected the dependence on location of diffusion, concentration (C) and temper­
ature (T), complete permixture having been assumed), then by expanding 
the equations into Taylor's series according to C, T, and by applying approxi­
mation of the first order, they obtained a linear system of differential equations 
in the close vicinity of the working point. 

The stability of the obtained linear system of differential equations ·was 
investigated by means of Ljapunov's first criterion of stability. It was found 
that industrial reactors do not always operate at a stable range. Its cause 
(i.e. that the system was self oscillating) could not, howeyer, be established 
due to the limitations of the method. 

The conditions of the applicability of the method can be determined 
only by investigating the original nonlinear system which frequently causes 
difficulties or is unfeasihle. 

2.2. Phase plane methods 

The use of the so-called phase plane methods for investigations on yarious 
systems in chemical engineering is being dealt with increasing frequency 
in the literature in recent years. We shall not discuss the individual methods on 
account of their great numher and hecause of the difficulty of offering short 
descriptions [1], we only wish to point out that Al\IUl'iDSOl'i et al. havc written 
numerous articles on this suhj ect (e.g. [7]). 

Use of the phase plane methods involves the advantage of being ahle to 
investigate the original differential equation (all other methods incorporate 
certain neglections); the results ohtained with these methods are therefore 
true. 

Phase plane methods, at present, lend themseh·es only to the inyesti­
gation of autonomous systems that can he descrihed, at hest, with differential 

equations of the second order. * 
Differential equations of the third, or of higher, order can he investigated 

hy means of phase space methods or with phase space methods ·with more than 
three dimensions. In contradiction to the phase plane method their common 
disadvantage is the lack of q~scriptiveness. 

2.4. lVIethod of Ljapunov's functions 

The hasis of the so-called Ljapunoy's method is all follows. If some V 
function of the solutions of the differential equation of a system of 1I-th order is 
a definite Lj apunov function and if the first differential quotient according 

" Some attempts have recently been made to investigate nonantonOIllOllS systems as 
well [10]. 
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to time (W) of V is also definite (or semidefinite), furthermore, if the signs of 
V and W differ, then, according to Ljapunov, the system is considered stable 
[4]. 

One of the first attempts to investigate the stability of chemical reactors 
by Ljapunov's second method is constituted in an article by BERGER and 
PERLMUTTER [9] who subjected the stability of adiabatic reactors to investi­
gation for the following cases: 

1. When the constants figuring in mass and energy equations (density, 
specific heat, velocity, heat transfer coefficient) are real constants. 

2. The effect of diffusion is negligible. 
3. Concentration and temperature are not functions of the location 

coordinate. 

2.5. Numerical methods 

The simplest (and frequently the only) method for investigating real 
systems is graphical integration. (Pains are taken, however, to use analytical 
methods 'whenever possible on account of the cumbrousness of the method.) 
Figuring among these is the method of isoclines, furthermore the method 
suggested by LIENARD [2] and RUNGE [1]. 

The first two methods are related to phase plane methods, the third 
being serviceable for any method and is illustrated by A'.\IUNDsoN's article [6] 
describing the investigation on the dynamics of a certain polymerization proc­
ess. 

2.6. Analysis by regression 

The method is the follo"ting: we endeavour to find an empirical relation­
ship - on the basis of data obtained by measurements betv,-een the individ­
ual parameters characterizing the system. Two cases may occur: 

(a) All of the variables are known. Thc obtained functional relationship 
is a constant relationship in this case. 

(b) Not all of the variables are known. Thcn the functional relationship 
will also vary according to the effect of the unkno'wn variable. 

The principle of the method is as follows: 
Let the multitude of points of measurpment he considered the image 

of a given functional relationship. The constants figuring in the functional 
relationship of given shape are determined by means of the minimum square 

error method. The prohlems arising during application are the following. 
(1) If the functional relationship cannot he defined with a linear equation, 

then therc is no general method to indicate the nonlinear function with which 
an attempt can he made to approximate the system. The search for an adequate 
functional relationship entails tedious trial and error as well as voluminous 
numerical ·work. 
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(2) The method being founded on the analysis of data of measurement, 
a correct result will be ohtained only when data are available of the entirety 
of the surface of the function in sufficient density. Usually, this condition is 
not fulfilled - indeed, only a small portion of the surface is known on account 
of the limitations of the technological method - the procedure, therefore 
incorporates an extrapolation of very uncertain quality. 

This method cannot satisfy scientific requirements on account of the 
above, nor can it he recommended for practical use without taking certain 
limitations into account. 

In fields to which the method can be applied is process control hy com­
puter, e.g. in the manufacture of soda [14]. 

2.7. JJethod for solving differential equations 

As the use of computers hecomes widely popular, the method, based on 
solving the equations has greater importance in analysing systems that can 
he defined by functions not analytically treatahle. 

The common advantages of the methods are: 
a) They can he used hoth for stahility checking and for solving as well 

aE' the dynamic characteristics. 
b) They can he used in wider range than the analytical ones. 
Their common disadvantages are: 
a) In case of non-counted initial conditions the hehaviours of the sys­

tems can he only estimated (and this estimation often leads to defective re­
sults). 

b) The results which are derived, cannot he generalized. Therefore quite 
amount of data of the analysed function surface (dynamic characteristics) 
must be known, and this needs a high computer capacity and quick computers. 

The example, which was discussed is the following [16]: 
Stability checking of exotermic chemical reactions in case of homogene-

ous non-adiahatic systems. 
The discussed systems are the following: 
The first one is an ideal mixing reactor. 
The second system is a solid catalyst mrface, with reacting gas flowing 

continuously beside it. 
The third system i;;; a solid fuel surface (e.g. coal), placed in the way of 

flowing gas (e.g. air), 

2.8. Other methods 

Some other methods arc discussed in this chapter, that cannot be put in­
to any of the hefore mentioned groups. There arc those, with which the author, 
used methods differing from the hefore mentioned ones and those, at which 
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the description of the exammmg method is missing, e.g.: the stability of 
the oxo-synthesis process is discussed by KRE\KIl'i and RUDKOVSKIJ [17J. 

Summary 

A general method for investigations on the dynamics of processes and equipments 
in chemical engineering. Inferences drawn from the analysis of the steadv state condition. 
Inyestigations ~n syst;ms of yarious types in the chemi~al industry, such as concentrated 
and distributed parameter systems, single and multiple parameter systems, linear and non­
linear systems. The evaluated methods are the following: classical, stochastic and matri.x 
methods, linearization, phase plane methods, Ljapunov's direct method, numerical methods, 
regression analysis, method for solving differential equations, and other methods. 
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