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1. Introduction 

Nowadays noise measurements attain an ever increasing importance in 
the widening field of application for electronic measurements. As the treat­
ment of noise in passive linear networks today appears already as being clas­
sical, the attention of noise measuring techniques is at present focused prim­
arily on active devices. Noise measurements play an extremely significant, 
and from the theoretical viewpoint, essential role in semiconductors, first of 
all in investigating flicker noise, not completely accounted for so far, but a 
more or less strict interdependence exists in semiconductors also between the 
stability of macroscopic parameters and noise characteristics. Noise measure­
ments can prove a valuable factor in qualifying semiconductor products, as 
they occupy a special place in investigating the emission of electron 

tubes. 
As to the further applications of noise in measurements, the transfer 

characteristics of complicated systems are frequently determined by means of 
noise response. Some acoustic and mechanical measurements (e.g. investig­
ation of microphony in electron tubes), as well as the stochastic excitation 
of automatic control systems, may as wcll be classified as noise measurements. 

Due to the random character of noise, the time of noise measurement 

cannot be reduced without limit; the narrower the frequency band the measure­
ment is undertaken in, the longer the time necessary to achieve a specified 
accuracy of measurement. The measurements are particularly lengthy in the 
AF -range, owing to the inherent small absolute bandwidth. 

The influence, exerted by the time of measurement on the accuracy, 
is easy to show. Let us assume a band-limited white noise, i.e. a noise with 
constant spectral density within the bandwidth B, cut out from the infinite 
spcctrum. It follows from the sampling theory, valid for every band-limited 
signal, that not more than 2B independent measuring results can be obtained 
per unit of time this making possible the exact reproduction of the original 
function of the time. If the measurement is carried out as long as T, we obtain 
2BT measuring points (Fig. 1). The average value plotted with a dotted line 
will be the more accurately obtained the higher the quantity 2BT. 
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For averaging purposes an integrating network must be applied. In 
simple instruments ordinary RC-networks are used. If only a small variation 
in the output voltage of the integrating network is allowed, a high time con­
stant must be chosen. In this case, however, a lengthy time is required to 
reach the steady state response (Fig. 1). This fact is extremely disturbing, 
if the noise voltage of several noise sources (e.g. transistors) is to be measured 
one after another with the same instrument. It will be shown that the problem 
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Fig. 1. Application of "ampling theory to the measurement of band-limited noise 

can easily be soh-ed by making use of time-variable RC-networks: the time 
constant of the integrating network should gradually be increased from a 
small initial value at the beginning of the measurement up to the stationary 
amount. During this time the integrating network will be practically charged. 

2. Uncertainty of noise power measurements of limited duration 

As it is more easy to mathematically compute the noise power than 
the noise voltage, mostly the uncertainty of noise power measurements is 
analysed in the literature. The problem is approached by more, on the whole 
interdependent, but by different sequences of ideas. According to the sampling 

theory in a handwidth B not more than 

k = 2BT (1) 

independent random variables can be obtained during a time interval T [1]. 
The quantity k can be regarded as the number of statistically independent 
random variables. The result of the measurement - the mean value of the 
random variables - is the more accurate, the higher k is. Let us assume that 
the amplitude of the noise voltage to be measured is characterized by a nor­
mal probability density function centered on zero. Since, as already stated, 
not the noise voltage, but the squared noise voltage proportional to the noise 
power will be measured, the mean value of the statistically independent 
random variables - called in the following the result of measurement -



REDUCEI"G THE TIME REQUlREJfEST LY DIRECT·READISG :VOISE JIEASURE.\IESTS 303 

follows the so called 'l (chi-squared) density function. If k ->- =, the proba­
hility density function becomes extremely narrow, and its centrum equals the 
mean square. But if k is not a large number, the results of measurement show 

considerable spread, and at k < 20 the yalue obtained will show a not neglig­
ible deviation from that for k ~ =. The deviation is negative, "which can be 

attributed to the fact that if but few measurements are performed the proba­

hility of the (not squared) noise voltage to deyiate from zero drops. 

The chi-squared density function is described in numerous ways in the 
literature. 

Let ~l' ~2' ..• ~n denote independent random variables of the same 
normal distribution with the common probability density function 

The distribution 

x~ r ~1 "l~ - -
(j2 "(j" 

has a density function 
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These functions are not easy to treat. that is the reason "why they are 
mostly plotted [2] or tabulated [1, 3, 4]. 

If numerous measurements are carried out, the chi-squared density 
function can be approximated by a normal distribution with the variance 

k 
(2) 

It follows from the properties of the normal distribution that 68.3 per 

cent of the results of measurements fall in the band of width + (j, while the 
probability of falling in the interval ! 2 (j amounts to 95 per cent. Let us 
assume a permissible error area of : Iz with respect to the accurate mean, in 
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which p per cent of all measurements must be located. If, e.g. h = a, 68.3 
per cent of 

2 
k= (2a) 

measurements fall in the band of width : h. If higher .-;onfidence is required, 

k = 2f(p) 2f(p) 

a2 h2 
(3) 

and 

T 
k f(p) 1 

2B h2 B 
( 4,) 

where f(p) depends on the confidence level (see Table I) and Iz stands for the 
relative error. The values of f(p) have been determined on grounds of the 
properties of the normal distribution. 

p (per cent) 
f(p} 

68.3 
1 

Tahle I 

2.7 
98 

5.'1 
99.7 

9 

Thus, if a noise pO'wer of the bandwidth B is repeatedly measured with 
an integrating network operating as long as T, the results obtained will fall 
with a probability of p into an interval, having a relative width of 

3. lVleasurement of noise power hy a direct reading instrument 

The usual arrangement for noise measurement is shown in Fig. 2. The 
wide-band (for simplicity's sake white) noise of the noise source F followed 
by a hand-pass filter, is connected to a square-law detector. The output signal 
of the square-law detector controL- through an RC-network a de vacuum tube 
voltmeter. Obviously, the greater the time constant of the RC-network, the 
smaller the fluctuation of the indication "with respect to the mean square 

of the noise voltage is. The effeet exerted by the bandwidth of the noise input 
is not too easy to sce. 

According to DAVENPORT and ROOT [5] the frequency spectrum of the 
signals appearing in various points of the circuit are shown in Fig. 3, under 
the assumption that the signal before the bandpass has a continuous and 
constant spectrum (white noise), and the transfer characteristic of the band-
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pass is approximately rectangular. To avoid difficulties in the ongm of the 
spectrum we define the frequency range hetween -:xl and + =0 and convert 
the spectrum function, defined originally, hut for positive frequencies, into 
an even function. 

Fig. 2. Block diagram of a direct.reading noise measuring instrument 
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Fig. 3. Power spectrum of the signals, generated ill the nodes X, Y aud Z of Fig. 2 

The energy spectrum function at the output of the band-pas;: 

fA., if I' +0 - B,!2, /'" if I < • + -1... B I,)' J( '-...: i J(): .-

t 0 otherwise 
(5) 

After the square-law detector having the amplitude characteristic 
y ax~ the spectrum will consist of two components: i.e. of the spectrum line 

(6) 
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located in tht' origin and marking the mean square, and of the ae components 

(7) 

characteristic of the fluctuation (if we drop the terms symmetric to ~2fu' 
which are of no interest from the point of view of the following). 

The signal y(t) with a frequency spectrum Sy = Sy S)" is applied to 
the RC-network having a transfer function 

H(f _ 1 ) - 1..L 'f'f 
, hlJ a 

(8) 

Since Sy{!) denotes an energy spectruIll, the magnitude of the transfer 
function must he squared: 

1 
(9) 

The spectral density of the output of the integrating network is 

with a de component of 

(10) 

and an ae component of 

1 If') for f < B 
1 + U/faF 

(11) 

We obtain the de mean square and the mean square of the fluctuation 

hy integration: 

" 0 B 

(j~ =J'S (f) df= 4a2 4zl" f B + f df ..LJ' B - f cl f "' (13) 
: z " - 1 + (flfa)2 :J I 1 + UlfaF " 

-B 0 

Some computation yields 

cj ~vk [J!" - ~2ln~j 
Z2 B B fa 

(14) 
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lnx 
The second term has the form -- and vanishes for x • "-. Thus, In case 

x 
of sufficiently low fa! B we obtain 

Setting the timt" constant T 

;riE.... 
B 

1 
results 

2;rf" 

1 

V2BT 

(15) 

(16) 

From equation (16) we may conclude: the quotient of fluctuation and 
root mean square depends on the ratio between the bandwidths of integrator 
and band-pass. If f~/ B is adequately small, the fluctuation has a normal 
distribution, thus the pointer of the DC instrument stays in the range V~ UZ 

during 68.3 per cent of the time of measurement. Increasing this domain to 
±2uz, the probability rises to 95 per cent. 

4. Time requirement of direct-reading measurement 

In chapter 2 it has been shown that measuring noise power with adequate 
accuracy requires an adequate amount of information. If the bandwidth B 
and the relatiye error h are specified, the minimum time requirement T of 
the measurement is determined by them. Undertaking a number of measure­

ments ·with an ideal integrator operating as long as T, the results will with 
the probability p fall into the interval having the relative width ! h. 

In chapter 3 the fluctuation exhibited by the pointer of a direct-reading 
instrument with the time constant T has been computed. Let us now investigate 
the relation between the time of measurement T and the time constant T, 

if the errors due to the finite duration of measurement and the fluctuation 
of the pointer are assumed to be equal: 

I.e. 

2 

2BT 

I 

2BT 

T 
T=-

2 

(17) 

(18) 
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Let us assume e.g. that the noise of individual transistors is measured 
consecutiyely. According to Fig. 3 the noise power can be split into two com­
ponents: a de component and an ae one of continuous spectrum. As it is the ae 
component which giyes rise to fluctuation, only the de component can be 
regarded as a useful signal. 

According to equation (12), at the moment when a transistor to be 
measured is switched on, a unit step of 

(12) 

appears at the output of the square-law detector. The measuring circuit 
having a time constant T will be charged at t = T to 63 per cent of the ampli­
tude of the unit stcp, while it will reach 86.5 per cent at t = 2,. Thus, if 
the measurement were finished at the moment T, the measuring circuit could 

not reach it:;;: stationary state. But 'waiting for a complete charging up (t >- T, 

or at least t > 2T) ,rould unnecessarily raise the amount of information 
gained of a random yariable (noise yoltage or noise power). The aecuracy of 
the measurement will not be considerably higher, since the pointer fluctuates 
just the same in the yicinity of the mean, affected by the time constant. 

There is, howeyer, a method to eliminate this paradox: the measuring 
cireuit must be transformed into a time-variable arrangement of increasing 

time constant. It will be shown that as a function of the time-dependence 
of the time constant the charging time may considerably be reduced, enabling 
the Dptimum utilization of the time duration hy all means necessary for the 
measurement. 

5. Time-variable indicator 

According to Fig. 4let the iudicator, cOIlnected to the square-law recti­
fier, to consist of a time-variable resistor R(t), a condenser of constant capa­
citance, and a pointer instrument without inertia and consumption. The time 

constant R(O)C = '0 at the start must he considerably smaller than the 
time constant R( T)C T =. There is no general method to dcsign such cir­
cuits containing passive, linear and time-variable components [6, 7]. 

Rfll 

c 

Fig. 4. Time-variable RC-integrator 
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Let 

C(t) = C = const, 

t 
R(t) = Ro + - RI for 0 < t < T 

T 

and apply the unit step voltage of the form 

u = U . l(t) 

to the input. 

(19) 

(20) 

The integro-differential equation satisfied by the current of the circuit 
is given by 

i(t) R(t) + 1 \'i(t) dt 
C. 

U ·l(t) 

Differentiating both sides of equation (21) in the range t > 0 -we obtain 

~R(t) + i dR(t) -L ~ = 0 
dt ' dt 'c 

Substitution of R(t) from equation (19) yields 

For simplicity, let us introduce the notations 

(21 ) 

(22) 

(23) 

(24) 

With notations (24) equation (23) may be written in the following form: 

di r t). ( aTo ') -. To 1 + a- -L 1 1 -L -- = 0 
dt , . T I . T 

Differential equation (25) can be separated: 

di 1 + aTolT dt 

1 + at/T To 

(25 ) 

(26) 
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The differential equation has the general solution 

T' 

aTJ (2i) 

The initial condition of the circuit is 

i(O) = ~ = K 
Rn 

(28) 

so that we get 

l = U [1 + a _t ]- (! :',) 
Ro . T 

(29) 

The RC-networks having time-variable and invariant components can 
be compared by determining the current through resistor R at t = T. In case 
of the time-variable network the condenser is charged to a higher extent, so 
that we obtain a smaller i(T) than is usual in RC-net"works. For t T the 
circuits are equivalent. 

Let the current flowing at the time T be denoted by i(T) I1 for the 
time-variable circuit and by i'(T) I;' for the circuit with constant compo-

nents. 'Vith these notations we obtain 

(30) 

and 

I' 1 
u 

(31) 

In equation (31) Ro + RI and '0 '1 have been substituted, because 
the two networks are equivalent at t > T only in this case. The ratio of the 
currents aUlOunts to 

T T 

~ = (1 -'- a) aT" 

I{ 
(32) 

In order to obtain the extreme of Il! I{ it is necessary to determine that of 
the expression 

1( a) 
T 

In (1 a) -'­
(l+a)To 

T 
(33) 
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aT 
The extreme exists, since for a -+ 0 the first term tends to _. --. the 

aTo . 
second approaches TITo, while for a -+ Xl, rp(a) vanishes. The locus of the 
extreme is given by the graphic solution of equation 

~ drp(a) 

T da 

I I I 
- In (I + a) - - '-- -
a2 a(I + a) (I 

o 

and is found to appear at a = 2. Inserting into equation (32) gives 

(34) 

-4 = exp ~r+ - In (I + a) J = exp (- 0.22 ~.I (35) 
I1 To ,I I a a To: 

On grounds of chapter 4 'we chose 

and since 

we may write 

T I 

T T 

I 
= exp (- 0.22.6) = 

I; 3.65 

(36 ) 

(37) 

(38) 

It is worth recalling that in the time inyariant network a current of 
I~ = i'(O)e- Z = 0.135 i(O) is flo"'ing at the moment t 2(To T j ), so that 
the voltage across the condenser ean reach hut 86.5 per cent of the steady­
state yalue. As a contrast, the time-variahle network allows 

~ = 0.135 i' (0) = 0.037 i'(O) 
3.65 3.65 

(39) 

I.e. the steady-state yalue 'will be approached hy 3.7 per cent. 
The result ohtained can also he put in another waY: in the circuit of 

constant components a current of 

I' 1 

U -0.33 2 
e T (40) 

is flowing at the time T. The time-yariahle network "hurries" hy 0.22 TITu 
compared with the circuit with constant components, so that the time necessary 
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to charge the condensers to the same extent will be shorter by a factor 

__ 0_.3_3 __ = 0.6 
0.33 + 0.22 

( 41) 

Fig. ;) demonstrates both current curves. The vertical axis is normalized 

to the initial current i I (0) of the time invariant network, while the horizontal 

one to the steady-state time constant To + T 1• 

2 
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3 

Fig. 5. Input current of integrators with invariant and time-varying parameters, respectively. 
as a function of time 

So far tiT has been handled as a parameter which can be arbitrarily 
chosen. If w{' stipulate in advance 

T 

T T 
( 42) 

the substitution T 1 aTa yields 

~ = 2(1 + a) (43) 
T, 

J ntroducing equation (4.3) into (3~) we obtain 

2(1 + a) 
(p(a) = - In (1 ...l- a) + :2 , (44) 

a 

a function with no extreme. 



REDUCL\"G THE TIJIE REQUIREMEST IS DIRECT-READLYG SOISE JIEASUREJIESTS 313 

Fig. 6 is a family of output voltage curves plotted "with a as a parameter, 
computed by means of the equation 

Uc (t) = U1(t) - i(t) R(t) = 

It can he seen that no considerable improvement results at a > 2. 

Vc 
TT 

0.8 

0.6 

0.4 

0.7 

0 

r-r-r~~§~a =3 I 0=2 

0 0,2 0,'1 0,6 0,8 

0=1 
R = cons/ 

t 
T 

Fig. 6. Output voltage of an integrator with time-variable parameters as a function of time 

Similar calculations can be carried out for time dependences other than 
linear [8]. If e.g. 

-liT) e . , (46) 

the charging current amounts to 

. U e 
1 =--

Ro 

r" l+a 

(47) 

[1 + a (1 

while a square-law time function 

(48) 

gives 

exp [-~ arc tg (Vu +)J 
1 + a ( ; 12 . 

( 4.9) 

7 Pcriodica Polytechnica El. IX;<:' 
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6. Experimental results 

The most simple integrator with time-yariable parameters IS shown in 
Fig. 7. The net,vork consists of an indirectly heated thermistor. Before the 
measurement the switch is in the illustrated position, so that a small resis-

Fig. 7. Integrator with time-variable parameter". comprising an indirectly heated thermistor 
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6V 500Q 

+ 250 V 

Time 
base 

Fig. 8. Circuit for inyestigating the time dependence of thermistor resistance 
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Fig. 9. The resistance of the thermistor as a fnnction of time after switching off the heating 

tance is realized by warming up the thermistor. Switching off the heating at 
t = 0 the noise yoltage, rectified linearly or according to square-law, is applied 
to the input of the fourpole. The resistance of the cooling thermistor, as well 
as the time constant of the integrator, is now gradually increasing. 

First the function R(t) has been determined by means of the circuit 
shown in Fig. 8. 
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It was established during the preliminary investigations that the ther­
mistor in the evacuated bulb does not meet our demands in its original state, 
as it has a very long time constant (of some minutes). Therefore, the tip of 
the bulb "was broken and we allowed air to leak into the system, considerably 
reducing the time constant. To protect the thermistor against uncontrollable 
air flows, the bulb was not removed. 

The curves obtained experimentally are shown in Fig. 9. The abscissas 
denote the time in seconds, while the resistance values are normalized to Ra 
(i.e. the resistance to be measured at t = 0). This plot is, of course, not ex­
ponential, because notwithstanding the exponential drop in the thermistor 
temperature subsequent to switching off its heating, the resistance is not a 
linear function of temperature: 

(50) 

where B, denotes a constant depending on the material of the thermistor, 
and e designates the temperature. Let e1 stand for the ambient temper­
ature and ,j e the temperature rise due to heating. Thus 

R(t) (51) 

If "we consider that at t = 0 the resistance of the thermistor amounts to 

(52) 

and the resistance of the cold thermistor is given by 

(53) 

it follows that 

(54) 

Introduction of equation (54) in (51) yields 

(55) 

The values computed from equation (55) are also illustrated in Fig. 9. 

7* 
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The next experiment 'was carried out with the circuit of Fig. 7. Applying 
the unit step voltage to the input of the RC-network we simultaneously 
switched off the heating of the thermistor. Fig. 10 shows the obtained out­
put voltages with the aid of a line recorder. To facilitate comparison the 
curves for integrators, comprising the constant resistors Ro and R= respec­
tively, are also plotted. It can be seen that the output voltage of the integrator 
with time-varying parameters increases initially 'with a slope, correspond­

ing to Ro' 

::~=====~i9/iQ R=R!:! 
- 57kQ 

o ==~ ______________________________ ___ 

J fO 20 ]0 40 

Fig. 10. Output yoltage of the circuit "hown in Fig. 7. stimulated by a ullit step 

The curve can also be checked by means of computation. Substituting 
relation (SS) into the differential equation (22) we obtain omitting the 
details -

G-
2(C-/-1) ) i X,f! 

-

Ro 
(56 ) 

where 

R~ 
I. = In 2 . Q x 

Ro T 

and 

- re" Ei(~) = -dl) 
• I) 

for (57) 

the range of the integral exponential function, defined for positive independent 
\-ariables. The values obtained from equation (56) are given in Fig. 10. 

Figs. 11 and 12 show the cathode-ray oscilloscope photographs of the 
response functions, produced by a noise input. For control purposes we 
plotted the charge process of a time invariant integrator at the same time. 
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The two curves were shown on the screen of a double-beam oscilloscope 
,\"ith a scanning cycle of some 50 seconds. 

On the photographic record it can readily be obseryed that both integ­
rators are equivalent from the time the steady state prevails; they respond 
in the samp manner to noise stimuli. The output voltage of the time-yariable 

Fig. 11. Output voltage of an integrator with time-variable parameters (above) and steady 
,tate equivalent integrator with constant parameters (below), in case of noise input 

Fig. 12. Output voltage of an integrator with time-variable parameters (above) and an initially 
equivalent integrator "ith invariant parameters (below), in case of noise input 

integrator (above) rises at the beginning more rapidly than that of the circuit 

with constant parameters (belo"w). Fig. 12 serves as an illustration for the 
other comparison: the two circuits arp initially equivalent, but reaching the 
steady-state the ratio of their time constant equals 3 : 1. This can easily he 
seen from the extent of the fluctuations. 

The curves now and then also show a falling character, "which of course 
results from the random nature of the input voltage. 
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7. Suggested circuit 

The t·wo poles of time-varying resistance based on thermal effect (e.g. 
thermistor, incandescent lamp) are not favourable for t .. wo :::eason:';. If their 
heating-up is performed by the noise to be measured, the time constant of 
the integrator will depend on the level of the input. To heat the two-pole 

with an auxiliary current would, hO'wever, cause considerable difficulties, as 
it is very complicated to separate heater current and noise signal. On the 
other hand, the realizahle time constant depends on the thermal time constant, 
so that it cannot be chosen freely. In all circuits described previously the 
circuit parameters are determined hy the features of the thermistor. 

T 

1-

Fig. 13. Stepped charging resistor 

In the following an integrating network easy to design and realize will 
be outlined. The variation of resistance is stepped according to Fig. 13. The 
specified (linear, exponential or arbitrary) variation in resistance can he 
approximated to any accuracy by increasing the number of steps. Luckily 
the accuracy of approximation is not of primary importance in this kind of 
application. However, it can be quantitatively seen that the higher the 
relative change in resistance, the more steps are nccded. Rcmcmbcr that the 

timc constant amounts initially to To = Roe, resulting in a relative fluctuation 

1 
(16 ) 

Let us now investigate the extreme case of one step. If immediately 
before switching from low time constant to high a considerable diffcrence 
exists hetween instantaneous value and mean of the squared input noise 
voltage, the output voltage of the integrator 'with low time constant equally 
deviates to a great extent from the mean. The difference will be compensated 
but slowly after switching to a high time constant. In case of more steps, 
however, the fluctuations shrink continuously down to the value corre­
sponding to the final time constant. 
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In order to check the integrator with stepped time constant the circuit 
prei;~nted III Fig. 14· has been deyeloped. 

At the beginning of the measurement switch K is opened. The condenser 
Cl discharges through resistance R7 (and the base circuit of transistor T.l ) 

on the whole exponentially. The emitter of transistor T4 becomes more and 

Rc3 

R 

o 

~-+----~-+----*-------------~+6V 

~--~----------------------------~-6V 

Fig. 14. Circuit to realize the resist"::~,, function ;JlOwn in Fig. 13 

Fig. 15. Output voltage of the circuit given in Fig. 14 in case of unit step input 

morc p05Itn:e, 50 that the nriginally saturated transistors gradually cut off 
and disconnect the resistors ReI ... Re3 in parallel to R. 

Fig. 15 shows the cathode-ray oscilloscope photograph of the output 
voltage, generated by a unit step. 

Summary 

l\arrow-band or low-frequency noise measurements are made difficult primarily by 
the length of time which is required. Owing to the random character of noise the time of meas­
urement cannot be decreased arbitrarily. In thi" paper the author shows that the direct-read­
ing noise measuring iustruments, equipped with an integrating RC-network, utilize but poorly 
the time of measurement, causing an additional rise in time reqnirement. There is, however, 
a method for optimum efficiency: if an integrating RC-network with time-variable components 
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i, applied, resulting in an increasing time constant, the transient response can be considerably 
shortened. The paper is intended to give a detailed picture of the integrating RC-network 
"'itb linearly varying time constant and to derive formulas throwing some light on RC-networks 
with time constants other than linear time dependence. As illustration two practical circuits 
are presented. 
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