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One of the fundamental objects of the control systems design is the deter-
mination of the closed-loop frequency response from the open-loop one. The
former, namely, allows, on the one hand, to quicklv evaluate the qualitative
performance specifications of the control, and, on the other hand. by the
aid of its real or imaginary component the time-functions may be obtained, too.
Determination of the closed-loop frequency-response theoretically encounters
no difficulties, nevertheless, the analytical evaluation is made difficult in
practice, because calculations with complex quantities in five-six steps are
necessary.

As a consequence of this, several graphical methods have heen developed
in engineering practice to solve the above mentioned problem. These may be
found in the basic works [e. g. 1, 2. 3, 4]. One of the procedures means appli-
cation of the NicHOoLs-charts [1] in connection with the Bopg-diagram [5. 1].
The other method is to plot one of the various complex-plane charts in connec-
tion with the magnitude-phase curves. Thus, for plotting the NyqQuist,
Mixgarpov, LEONHARD curves [0, 7. 8, 9], in order to obtain the
stability criteria. various direct and inverse complex-plane charts may be
employed, as shown in details in the fundamental works [1, 2, 3, 4, 10], and
to be found as a new possibility also in a paper published recently [11].

Both the methods connected with the attenuation-frequency diagrams
and with the magnitude-phase diagrams have certain advantages and disad-
vantages, and consequently followers and opponents. To avoeid vain debates,
the present paper does not take a standpoint in this respect, regarding as its
task merely to examine systematically, swhat are the possibilities of plotting
complex-plane charts, permitting to determine in a simple way the closed-
loop frequency-response on the basis of the open-loop response, in linear sys-
tems. (The systematic investigation of the other problem will perhaps be
discussed on another occasion.)
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1. Statement of the problem

The block diagram of the most simple unity feedback control system is
shown in Fig. 1.Denoting by s the complex variable of the Laplace transform,
R(s) being the reference input signal, C(s) the controlled output signal and
E(s) the error signal. The open-loop transfer function is G(s), while the closed-
loop transfer function is

) _ 6
R(s) 14 G(s)

(1)
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Fig. 1. Unit feedback system block diagram
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Fig. 2. Block diagram with a series stabilization

If the control system illustrated in Fig. 1 did not meet the control require-
ments, series, or parallel stabilizing elements are necessary. In the first case
(Fig. 2) the open-loop transfer function is G(s) K(s), while the closed-loop one

Cls) _ . Gls) K(s)
R(s) I+ G(s) K(s)

(2)
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Fig. 3. Parallel stabilization. Block diagram of a general negative feedback system

In the second case (Fig. 3), when applying parallel stabilization, . e. when there
is no more unity feedback, the closed-loop transfer function is
Cs) _ G(s)
R(s) 1+ G(s) H(s)

(3)
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where G(s) means the forward transfer function, while H(s) the feedback
transfer function. After some arrangements, relation (3) yields

C(s) :[* G(s) H(s) ] 1 (4a)

“R(s) 1+ G(s) H(s) | H(s)
and
o
Cls) _ G(s) H(s) ,
e i (4b)
G(s) H(s)

Latter relations may be illustrated as shown in Figs. 4a and 4b, respectively..
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Figs. 4a and 4b. Tracing back the general negative feedback system to the unit feedback
system

Comparing the above relations, it is clear that expressions (2) and (3)
are generalizations of expression (1). In spite of this it is evident that if we
suceceed in elaborating a method for determining the expression (1), this may
be applied without more addendum to expression (2), simultaneously faeili-
tating calculation of the transfer function (3) by permitting to adopt it at least
to obtain the part of Eqgs. (4a) and (4b) in square brackets. After this the whole
expression (3) may be determined by a simple division, or multiplication.

Therefore, first of all, the possibilities for solving the problem denoted
by expression

M(s) =
will be dealt with in the following, thatis, how and in howmany ways theclosed-

loop transfer function M(s) may be obtained in knowledge of the generalized
open-loop transfer function A(s).
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2. Symbols

The complex quantities M(s) and A(s) figuring in expression (5), as well
as their reciprocals are expressed aided by the following symbols, in canonical,
polar and exponential forms:

M) =U-+jV=M|e= Me"
A(s) =X +-jY = AP = A*

and (6)
1 . ~ o ia
—— = N@E)=u-+jv=N/E=Née"
M(s)
= B(s)=x+jy=B/?= Bek
A(s)
1 1 )
'k N=—; B=-": j=—a; yv=—aq; etc.
where T i P Y [

3. Possibilities of plotting complex-plane charts

The basic relation (5) may be expressed in the following forms aided by
the guantities figuring in Egs. (6):

A(s) -
W(s) = i
©= (%)
1
M(s) = — 8)
) 1— B(s) (
() = ") 9)
1 — Ms)
1
{(8) = 10
) N(s) —1 (10)
B(s) = N(s) —1 (11)
1— M(s) .
B(s) = — — 8L 12
) M(s) (12)
N(s) =1 — B(s) (13)
L1 (s
N(s) = -2 14
( i (1)

Each of the above eight equations (7)... (14) represents a conformal mapping.
E.g.by the tirst Eq.(7) the complex plane }M(s) may be mapped onto the complex
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reference plane A(s). Let us denote this mapping by the symbol A(s) [M(s)].
while the chart arising from it, by the symbol (4, ¢, X, Y) [M,a, U, V].
Latter wants to express that the circles M = const., further the
straight lines of « = const., U = const., 7 = const. of the plane M(s)
appear in the ensemble of the polar co-ordinate system A, ¢ and of the Car-
tesian co-ordinate system X, Y of the reference plane A(s) in form of the curves
determined by relation (7). In this way on the network A4, ¢, X, Y the chart
determined by the respective set of curves M, a, U, V is originated.

Let us call the chart complete, if all the four sets of curves are plotted in
the ensemble of the polar and Cartesian co-ordinate systems of the reference
plane. If one of the sets of curves is missing, let us term the chart incomplete.
For example, (4. ¢, X,Y) [M,a. U, V] determines a complete chart, while
(4, @) [M.a] or (X, Y)[M,a] or (4,¢, X,Y)[M, a] an incomplete chart
within the group of the conformal mapping A(s) [M(s)]. Now the question
arises, how many kinds of complex-plane charts can be plotted at all?

Evidently, equations (7)...(14) permit only eight complete charts to be
plotted, as the eight equations determine eight conformal mapping groups and
to each conformal mapping belongs merely one complete chart (8 - 1* = 8).

The number of the incomplete charts is much higher. The complex
variable is perfectly determined by two data, e. g. solely by its polar, or by its
canonical form. consequently, within the conformal mapping group A(s)[M(s)]
the following four incomplete charts are possible: (A, ¢) [M, o]: (X, Y) [M, «]:
(A, @) [U, V]; (X.Y) [U. V]. In accordance with the eight mapping groups,
altogether thirtv-tico such incomplete charts mav be realized (8 - 22 = 32).

Asgide from the above limitation, even higher numbers are obtained.

Choosing arbitrary & data from the possible 4 co-ordinate components, this
may be realized in {l} manners, Therefore. restricting ourselves to two data as
|

a minimum, considering all of the cight mapping groups together

8 (3= (51 2]

Y3 (][ =B a0 =068

while restricting vurselves to one mapped component as a minimum, totally

4 1 ) 0 1 ] o5 s

]

possibilities open for plotting complex-plane charts. These are unexpectedly
high numbers!

4. Some preliminary remarks

In any case, the above discussion convinces us of being more practicable
to restrict ourselves, for the sake of a better perspicuity, to the conformal
mapping groups instead of the possible charts, as the number of the cases is
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at the most eight. In other words, only the complete charts will be discussed
and thereby all of the incomplete charts are involved. Nevertheless, the method
suggested does not mean an obligation to employ always and in all cases the
complete charts. On the contrary, in some cases, if only because of a better
perspicuity, neglection of some sets of curves may seem advantageous, applying
incomplete charts,

And now the question arises, what kind of informations should be offered
by the plotted charts? First of all it must enlighten, if the closed-loop system
is stable, or not, and to decide the stability, criteria must be furnished. (For
example, on the basis of the course of curve A(jw) or B(jw) relative to point
—1, or the mapping of curve A(j®) or B(jw) with respect to the mapping of
point —1.) Moreover, it has to permit determination of the phase margin and
gain margin, which are well-known notions generally applied in control engi-
neering. (The first may be read from the intersection of A(jw) and B(jw).
respectively, and of the unit circle, or from the mappings of both, while the
second by the aid of the intersection of A(jw) and B(jw) respectively, and of
the line determined by points 0 and —1 or on the basis of their mappings.)
It has to be allowed to obtain the peak magnitude on the closed-loop frequency
response curve M(jw) (to settle the rough criterion M, <Z 1.4 or M, <C 1.3),
as well as to estimate the bandwidth (based on the frequency o belonging to
the intersection of the curves M = 0.707 and M(jw) or their mappings) and
£0 on.

It is to be emphasized that the above-mentioned stability and qualita-
tive informations may be obiained from all charts, for the sake of brevity, how-
ever, full details regarding the individual charts will not be given, assuming
the application of the above rules in an according sense, and only the possibi-
lites of the readings will be referred to briefly.

After satisfving the stability eriteria and meeting the rough design
specifications, the claim to determine the transient time-function arises, too.
For that purpose the method of Froyp [2] and of Soropovxirov [10, 12]
may be applied. In case of unit step input signal the time function of the output
signal may be determined by expressions

=]

2 U
m(t) = — J—B—(—O—) sintw-do {(15a)
T w
8
or
2 N e
m(t) = — J —l~(3)— costw- dow -+ M(0) (15b)
; @
0
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Similary, in case of unit impulse input signal, the time function of the output
signal may be expressed by

m'(t) = 2 f Uw)costw-dow (16a)
T
0

or

2 ==
m(t) = — —-—f V()sintw-do (16b)
7
0

Consequently, to apply the formulae, the real component U(w) or the imaginary
one V(w) of the closed-loop frequency response M(j w) must be known in func-
tion of the frequency. Thus the charts directly providing the co-ordinates U
and/or V must be regarded as being advantageous, though it must be noted
that knowing M and o, determination of the latter encounters no difficulties
(U= Mcosa and ¥V = M sin a), so reading M and o is perhaps sufficient.

Before introducing the complete charts, another general remark must be
made. All of the conformal mappings given by Eqgs. (7)...(14) belong to the
well-known conformal mapping class

ad —bes=0 a7

determined by the linear fractional transformation. As is known, this mapping
is, on the one hand, a one-to-one transform and, on the other hand, it trans-
forms circles onto circles (regarding thestraight line as a circle of infinite radius).
All of the mapped curves are consequently straights or circles, so their construc-
tion is relatively simple. Just this is the great advantage of the complex-plane
charts.

5. The eight conformal mappings and the eight complete charts

Now we are going to discuss one after the other the conformal mappings
determined by Eqgs. (7). ..(14) and plotting also the complete charts, restricting
ourselves to the range around the origin. The following formulae, of course,
permit an arbitrary extension of the figures and the construction of inter-
mediate curves, if necessary.

5.1. Mapping of the closed-loop plane M(s) onto the open-loop plane A(s)

The mapping A(s) [M(s)] is determined by Eq. (7). For plotting the
complete chart (4, ¢, X, Y) [M, ¢, U, ] following equations serve (besides
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the polar A, ¢ and Cartesian X, Y co-ordinate system being in the reference

plane):
i 1 : 2
(OSBRI (7a)
| 2(U—1) | 2(U—1)
. 1y 1
X1y Y — }:-—-ﬁ 7b
R Y A B ET )
i g . M 2 ,
X +3’=(~; r (Tc)
ME1 M1 |
S T S VO T -
I [ [ e
2 ' 2tga ] 4 dtgta

The above relations mav be obtained from q. (7) as follows: On the one hand

M= M XY AR XY
1'%“*1(3) ¢ ; ¥

On the other hand, considering Eq.(6):

B '\;i_t, X ;_7} 2
(1 -+ X)? + Y2

Latter relations vield consecutively the expressions (7a)...(7d) after some
algebraic arrangements. (The formulae of the further cases may be obtained
by similar derivations!).

It must be noted that the general form of equations (7a)...(7d) is

K= 9= —np = o

the centre of the circles being determined by point & — j i, their radius, how-
ever, by 0.

The complete chart (4, ¢, X, Y) [M,a, U, V] is shown in Fig. 5. This
method of representation is the most widespread one, among the incomplete
charts the tvpe (X, Y) [M.a] or (X, Y) [M] and (X, Y) [«] [e. g 3] and the
type (4. ¢) [M. a] or (4. ¢) [M] and (1. ¢) [a] [e. g 2] are the most common
ones.

The stability can be decided on the basis of the well-known NyQuisr
eriterion. The gain margin and the phase margin can easily be read. The peak
M, and the bandwidth can be obtained by the aid of the curves M = const.
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Fig. 5. Mapping of plane M(s) onto the reference plane 4(s). Chart (4, ¢, X, Y) [M, «.U, F]

Disadvantage of this method is that reading M, «, U, and ¥ is someiwhat
cumbersome. The direct performance of the division and multiplication,
respectively, corresponding to formulae (4a) and (4b) resp. is not simple, either.

3.2, Mapping of the closed-loop plane M(s) onto
the inverse open-loop plane B(s)

The mapping B(s) [M(s)] is given by formula (8). To plot the complete
chart (B, y, x,v) [M, a, U, V] (Fig. 6), following equations may be adopted:
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/ "/ ‘\ 'é:\, 7 (\ =

o =2 180° ‘/::‘{_9,]2_2’ e h (§<<\/<

-3 -2 \\'4/ / \\\‘\(\’ 3
\,,‘,4,, 2“\‘ /

=12

v\

S0
e

(12 a2 = iw}~ (Be)
x+1+ ti'a" —0 (8d)
©

This is the other most widespread method of representation. Among the
incomplete chaits these of the type (x,y) [M, o] [3] and of the type
(B, ¥)[M. a] [2] used to be applied as a rule. Stability may be judged on the
basis of the well-known inverse NyqQuist diagram [2, 3, 4]. Reading the gain
margin and the phase margin is not difficult (by the aid of the circle B =1
and of the straight line yp = 180°).

A special advantage of this method of representation is that the condi-

tion —ﬁ = const. determines concentric circles, while the condition a = const.

straight lines, consequently M and a may be well read. Evaluation of the peak
.M, and of the bandwidth is easy. The division and multiplication, respectively,



COMPLEX-PLANE CHARTS 371

prescribed by Egs. (42) and (4b), 1espectively, may simply be realized by the

aid of circles Y and straights a. Nevertheless, determination of the co-ordi-
!

nates U and V is somewhat complicated.

9.3. Mapping of the open-loop plane A(s) onto the closed-loop plane M(s)

The mapping M(s) [A(s)] is expressed by formula (9). The complete
chart (M, a, U, V) [4. ¢, X, Y] may be scen in Fig. 7, and for the plotting,
following equations may be applied:

[(U —1)— L } + V2= ?‘_,_L__.,,_, (9a)

2(X 4+ 1) 2(X 4+ 1)
(U — 1)+ I - 2—1{ = [ 21}/__‘2 (9b)
) FEENE 4
e S I by ()
pod el -l
2 2tgq Fod dtg @

Adoption of the incomplete chart (M, a, U, V) [X, Y] belonging to this
conformal mapping group has been suggested only recently [11]. The complete
chart to be found in Fig. 7 appears here — to our knowledge — for the first
time. For those who give preference to the polar form of 4(j ) over the cano-
nical one, adoption of the incomplete chart (M. a, U, V)[4, ¢] may be sug-
gested instead of the chart proposed in [11].

It is important that the closed-loop response M(jw) manifests itself
directly, if the open-loop response A(jw) is plotted onto the plane M(s),
whether by the aid of co-ordinates X, Y or 4, ¢.

This way of representation makes use of the plane M(s) advantageously,
consequently M, a = const. determines the well-known polar co-ordinate
system, while U, V' = const. the well-known Cartesian one. For establishing
the time function, the data of the real and imaginary frequency response U(w)
and V(w), respectively, may simply be read. Evaluation of the peak M, and
the bandwidth is also easy. The advantages are obvious, when adopting the
formulae (4a) and (4b), as in the polar co-ordinate system the division and mul-
tiplication is simple.

The disadvantage of this method of representation is, however, that both
the set of curves X, Y and the set of curves 4, p are condensed in certain
places and are thin in other ones, consequently, plotting M(j ®) from the data
of A(jw) is not quite easy.

8 Periodica Polytechnica EL IV/d.
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Fig. 7. Mapping of plane A4(s) onto the reference plane M(s). Chart (M, a, U, F) [A4, 0. X, Y]

The phase margin of the open-loop system may be determined on the
basis of the unit circle, 1. e. on the basis of the straight line .4 = 1. E. g in the
simple case. when 4(s) has no right-side poles and zeros, the closed-loop system
is stable. when the curve M(j ®) cuts the straight line 4 = 1 in the lower M(s)
half-plane. and the system iz unstable, when the curve cuts the straight in the
upper M(s) half-plane. Namely. in the first case the phase margin is positive,

being negative in the second one as 0 >¢ > — 180° and 0 < ¢ < 1807,
respectively (Fig. 7). The phase margin 3 itself may simply be caleulated by
the aid of formula v = 180° -~ ¢. The gain margin of the open-loop system

may be determined from the intersection of curve M(j o) and the abscissa axis,
reading the gain margin by the aid of curves X == const.

As stability criterion the inverse LEONHARD, MIKHATLOY criterion [7, 8, 9.
10] mav be adopted. If, for example, the transfer function A(s) has no right-
side poles or zeros, to render the closed-loop system stable, curve M(j @) must
sweep through as many quadrants in a negative, clockwise direction, as is
preseribed by the difference of the highest powers of s in the polynomials in
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Fig. 8. Mapping of plane A(s) onto the reference plane N(s). Chart (N, 3, u, v) [4, ¢, X, Y]

the denominator and in the numerator of M(s) (after removing the fractions
in the denominator and in the numerator), while the frequency o increases

from 0 to - oc.
5.4. Mapping of the open-loop plane A(s) onto
the inverse closed-loop plane N(s)

The mapping N(s) [A(s)] is described by formula (10). For plotting the
complete chart (N, 3, u, v) [4, ¢ X, Y] (Fig.8), the following equations serve

[(lz —1) _.;_,1__:;]‘2 J. {“1_‘| (10a)

2X 2X |
1 42 1
— 1) ] = — 101
(w=1) ‘L 2Y llzy , (10)
L1y
(0 — 1)+ = {T (10c)
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v
u—1-+ = 0. (10d)
tg ¢

ag

Transferring the open-loop response 4(jw) onto the IV(s) plane, either on the
basis of the co-ordinates A, ¢ or X, Y, the inverse closed-loop response N(j o)
is obtained. The curve N(j ®) may relatively simply be plotted from the polar
coordinates of A4(jw). Also the multiplication and division may easily be per-
formed in the plane N(s). The data of M can readily be obtained from the data
of IV as they are reciprocal ones. Opposite to these advantages, it is inconve-
nient, that now U(w) and T{w) cannot directly be read.

Determination of the open-loop phase margin using circle 4 = 1 is very

simple, but to obtain the gain margin, the close circles X = const. must be
applied.

The stability criterion is similar to that of the previous case, nevertheless,
curve N(j o) must sweep through the guadrants in a poesitive, counter-clock-
wise direction, while the frequency o increases from 0 to =~ oo, (MIKHATLOV 2
and LEONHARD s criterion [7. 8.9, 16].)

5.5, Mapping of the inverse open-loop plane B(s)
onto the closed-loop plane M(s)

As a following possibility the complete chart (M. a. UL 1) [B, p. x, v]
(Fig. 9) belonging to the conformal mapping M(s) [B(s)] will be examined. For

the plotting. the following formulae may be adopted:

o — ! 12—11:{ b l (12a)
l 2(x —1) S 2(x 1)
s Iy 1Ly .
R U el (12b)
|L‘ EENE S ) ]”«:B—f—il (12¢)
B — 1] 21 /
[ 1 02 ‘ ; 1 2 _—]‘1 N ) 1 ) 2 o
‘L_ 2‘! |- . ] _[l s ey (12d)

The chart (M, «, U, V) [B, v. x, v] was plotted only for the sake of complete-
ness, but it will not be discussed in details, offering the same results, as chart
(M.a, U, V) [, ¢, X, Y] and being in no respect more advantageous, than it.
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Fig. 9. Mapping of plane B(s) onto the reference plane M(s). Chart (M, «, U, ¥) [B, v, x, ¥]

5.6. Mapping of the inverse open-loop plane B(s) onto
the inverse closed-loop plane M(s) and vica versa

The mappings N(s) [B(s)] and B(s) [IN(s)] given by formulae (11) and
(13), respectively, have exactly the same complete charts
(N, g, u,v) [B.y, v, v] and (B, y, x v) [N, 3, u, 2]

as a result (Fig. 10). For plotting it, the following formulae may be adopted:

v=y (11b)
(0 — 1) 4+ 2 = B? (11e¢)
v
U—1—-—— =20 (11d)
tg v

or

x=u— 1 (13a)
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Fig. 10. Mutual mapping of planes B(s) and N(s). Charts (N, . u,

and (B, y. x. vy [N, §. u, ¢]

¥

(v — 1)

x4+ 1—

=
2= NE

o p— 0
tg 7

o

(13b)
(13¢)

(13d)

This method of representation has great advantages: among the eight

figuring co-ordinates six are determined by parallel equidistant straight lines

while two of them bv concentric circles. Reading any of the eight co-ordinates

is consequently very simple and accurate. The multiplication division may be

performed easily by the aid of the polar co-ordinates both in plane N(s) and in

plane B(s).

The fact may be regarded as a disadvantage that for obtaining the time

functions U(w) and T'(w) cannot be read directly, nevertheless this limitation

is not very important as U(w) and V(w) may be determined by simple formulae

) 1 R 1 .
on the basis of the polar co-ordinates (U= — cox g, "= — N sin f).



COMPLEX-PLANE CHRTS

w
~I
-~

It may be regarded as advantageous that a single curve provides simul-
taneously the inverse closed-loop frequency response N(j ) [in the plane N(s)]
and the inverse open-loop frequency response B(jw) [in the plane B(s)].

As stability criterion in the plane B(s) the inverse NyQuisT criterion,
while in plane N(s) the MIKHAILOV—LEONHARD criterion may be adopted.
So from a didactical point of view this method of representation clearly shows
the mutual relation between the above-mentioned stability criteria.

The phase margin, gain margin, the peak magnitude, as well as the band-
width may be easily and accurately read, too.

Mapping of the inverse closed-loop plane N(s)
onto the open-loop plane A(s)

The mapping A(s) [N(s)] given by Eq. (14) vields the following equa-

tions:
l ?.(u——l)] {2(11—1)] (14a
(X — Vzi 1 [ ( ..\,2‘\; f : (14c)
T R LR ror Rl e (1)

These formulae figure, merely for the sake of Comph‘,tcness, and the chart
(A,¢, X, X) [V. 7. u, v] has not been plotted either, this being in any case less
advantageous, than chart (4, ¢. X, X) [M, a. U, T].

6. Conclusion

In the foregoing a systematical discussion was given concerning the
possibilities of the eight conformal mappings, represented by equations (7). . . (14)
for plotting the so-called complete charts.

As manifested by the detailed investi:{ation and by Figs. 5...10, besides
the generally-used conformal mapping groups A(s) [M(s)] and B(s) [M(s)] and
the recently-suggested incomplete chart (J[., R L, ) [X. Y], the charts fur-
nished by the incomplete chart (M. a, U, V) [ 4. ¢] as well as the conformal
mapping group N(s) {A(s)] — and perhaps N(s) [B(s})] — may be well applied,
moreover better, while the charts provided by the conformal mapping group
A(s)[N(s)]are disadvantageous, consequently their application must be avoided.
Especially beneficial seem to be the conformal mappings N(s) [B(s)] and
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B(s) [N(s)]. as well as the corresponding charts (N, 3, u,v) [B,w, x, v]
and (B, y. x, ¥) [IV, 5, u, v], as the mappings in question mean, but a simple dis-
placement, permitting to avoid the inverse formation and theinherent close,
or thin circular c¢o-ordinates.

Thus. by the systematic examinaiion realized in the present paper, we
succeeded in summarizing all possibilities of plotting the complex-plane charts,
pointing out simultaneously the theoretical and practical limitations, the advan-
tages and disadvantages. It is hoped, as concerns the problem investigated,
this paper contributes to broadening the horizon of the engincers and experts

dealing with control engineering.

Summary

This paper of summarizing and systemizing character sums up and discusses — in our
knowledge for the first time —all the possibilities of plotting the complex-plane charts, form
ing a relation between the closed-loop and epen-leop frequency respenses. Though theoreti
cally a high number of complex-plane charts differing from each other may be plotted, they
all belong to eight conformal mapping groups. Latter provide five practicable methods of
representation. By the aid of these charts it can be decided on the basis of the magnitude-
phase characteristics, if the closed-loop system stable is and, on the other hand, the design
specifications (bandwidth. peak Alp, phase margin. gain margin) may simply be estimated
and at the same time the real and 1maginary closed-loop frequency response data permitting
the determination of the time functions may be simply determined.
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