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Abstract

The most common consideration of web-based information systems is performance. Performance metrics depend on many factors. The first goal of our work is to analyse how some of them affect the response time. Our results have shown that the thread pool properties and the queue size limits are performance factors. In addition, the distribution of the response time has been determined. With the help of properly designed performance models and evaluation algorithms, the performance metrics of a system can be determined at the early stages of the development process. The second goal of our work is to predict the response time, the throughput, and the tier utilization of ASP.NET web applications, based on queueing models handling one and multiple session classes. In addition, web applications have been tested with concurrent user sessions to validate the models in different versions of the ASP.NET environment.
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1 Introduction

Developing web-based information systems is not the only issue anymore: operating, maintenance, and performance questions have become of key importance. One of the most important factors is performance, because network systems face a large number of users, they must provide high-availability services with low response time, while they guarantee a certain level of throughput. These performance-related requirements of a web application are often recorded in a Service Level Agreement (SLA). These performance metrics depend on many factors. Several papers have investigated various configurable parameters, how they affect the performance of a web-based information system. Statistical methods, hypothesis tests have been used in order to retrieve factors influencing the performance. An approach [1] applies analysis of variance.

The performance-related problems emerge very often only at the end of a software project. With the help of properly designed performance models, the performance metrics of a system can be determined at the earlier stages of the development process [2]. In the past few years several methods have been proposed to address this goal. A group of them is based on queueing networks or extended versions of queueing networks [3] [4] [5]. Another group uses Petri-nets or generalized stochastic Petri-nets [6] [7]. The third proposed approach uses a stochastic extension of process algebras, like TIPP (Time Processes and Performability Evaluation) [8], EMPA (Extended Markovian Process Algebra) [9], and PEPA (Performance Evaluation Process Algebra) [10].

Today one of the most prominent technologies of distributed and web-based information systems is Microsoft .NET. Our first goal was to investigate factors influencing the performance. A web application has been tested with concurrent user sessions, focusing on the effect of the different thread pool properties, the global and the application queue size limits, and the measurement results are analysed using statistical methods. Our second goal was to predict the performance metrics based on queueing models handling one and multiple session classes.

The paper is organized as follows. Section 2 covers backgrounds and related work. Section 3 describes our performance...
measurements. Section 4 demonstrates the issue of the performed independence tests and determines the distribution of the response time. Section 5 presents the estimation of the model parameters, the prediction of the performance metrics, and the experimental validation of the models in different versions of the ASP.NET environment. Finally, Section 6 presents our conclusions and future work.

2 Backgrounds and Related Work

An application server has several settings which can affect the performance [11]. As illustrated in Fig. 1, the request of the client goes through several subsystems before it is served. From the Internet Information Services (IIS), the accepted HTTP connections are placed into a named pipe. This is a global queue between IIS and ASP.NET, where requests are posted from native code to the managed thread pool. The global queue is managed by the process that runs ASP.NET, and it is configured by the processModel requestQueueLimit property. When the limit is reached, the requests are rejected with a HTTP error 503. From the named pipe, the requests are placed into an application queue (also known as virtual directory queue). There is one queue for each virtual directory. The number of requests in these queues increases if the number of available workers and I/O threads falls below the limit specified by httpRuntime minFreeThreads property. The application queue limit is controlled by the httpRuntime appRequestQueueLimit property. When this limit is exceeded, the requests are rejected with a HTTP error 503.

When an application pool receives requests faster than it can handle, the unprocessed requests might consume all of the memory, slowing the server and preventing other application pools from processing requests. This can happen, when the queue size limit is large and requests are coming in at a rapid rate or in case of a denial of service (DoS) attack. The size of the global queue and the size of the application queue must be limited to prevent requests from consuming all the memory for the server and for an application queue.

The maxWorkerThreads attribute means the maximum number of worker threads, the maxIOThreads parameter is the maximum number of I/O threads in the .NET thread pool (automatically multiplied by the number of available CPUs). The minFreeThreads attribute limits the number of concurrent requests, because all incoming requests will be queued if the number of available threads in the thread pool falls below the value for this setting. The minLocalRequestFreeThreads parameter is similar to minFreeThreads, but it is related to requests from localhost (for example a local web service call). These two attributes can be used to prevent deadlocks by ensuring that a thread is available to handle callbacks from pending asynchronous requests. According to the connections and limitations, the partition of the .NET thread pool is shown in Fig. 2.

Queueing theory [3] is one of the key analytical modelling techniques used for computer system performance analysis. Queueing networks and their extensions (such as queuing Petri nets [12]) are proposed to model web applications [4] [5] [13]. In [5], a basic queueing model with some enhancements is presented for multi-tier web applications. An application is modelled as a network of M queues: $Q_1, ..., Q_M$ (Fig. 3). Each queue represents an application tier. A request can take multiple visits to each queue during its overall execution, thus, there are transitions from each queue to its successor and its predecessor as well. Namely, a request from queue $Q_m$ either returns to $Q_{m-1}$ with a certain probability $p_m$, or proceeds to $Q_{m+1}$ with the probability $1 - p_m$. There are only two exceptions: the last queue $Q_M$, where all the requests return to the previous queue ($p_M = 1$) and the first queue $Q_1$, where the transition to the preceding queue denotes the completion of a request. $S_m$ denotes the service time of a request at $Q_m$ ($1 \leq m \leq M$).

Internet workloads are usually session-based. The model can handle session-based workloads as an infinite server queueing system $Q_0$ that feeds the network of queues and forms the closed...
queueing network depicted in Fig. [3]. Each active session is in accordance with occupying one server in \( Q_0 \). The time spent at \( Q_0 \) corresponds to the user think time \( Z \). It is assumed that sessions never terminate.

An enhancement of the baseline model [5] can handle multiple session classes. Incoming sessions of a web application can be classified into multiple (\( C \)) classes. \( N \) is the total number of sessions as previously, and \( N_c \) denotes the number of sessions of class \( c \), thus, \( N = \sum_{c=1}^{C} N_c \). A feasible population with \( n \) sessions means that the number of sessions within each class \( c \) is between 0 and \( N_c \), and the sum of the number of sessions in all classes is \( n \). In order to evaluate the model, the service times, the visit ratios, and the user think time must be measured on a per-class basis.

The model can be evaluated for a given number of concurrent sessions \( N \). A session in the model corresponds to a customer in the evaluation algorithm. The MVA algorithm for closed queueing networks [3] [14] iteratively computes the average response time of a request and the throughput. The algorithm introduces the customers into the queueing network one by one, and the cycle terminates when all the customers have been entered. In addition, the utilization of the queues can be determined from the model, using the utilization law [3]. The utilization of the queue \( m \) is \( U_m = X V_m S_m \), where \( X \) is the throughput and \( V_m \) is the visit number (the number of visits to \( Q_m \) made by a request during its processing).

MVA is a recursive algorithm. Handling one session class for large values of customers, or if the performance for smaller values is not required, MVA can be too expensive computationally. If we handle multiple session classes, the time and space complexities of MVA are proportional to the number of feasible populations, and this number rapidly grows for relatively few classes and jobs per class. Thus, it can be worth using an approximate MVA algorithm [3] or a set of two-sided bounds [3] [15]. These bounds referred to as balanced job bounds are based on the issue that a balanced system has a better performance than a similar unbalanced system. A system without a bottleneck device is called a balanced system, in other words, the total service time demands are equal in all queues. The balanced job bounds are very tight, the upper and lower bounds are very close to each other as well as to the real performance.

### 3 Performance Measurements

The web server of our test web application was IIS 6.0. The server runs on a 2.8 GHz Intel Pentium 4 processor with Hyper-Threading technology enabled. It had 1GB of system memory; the operating system was Windows Server 2003 with Service Pack 1. The clients ran on another PC on a Windows XP Professional computer with Service Pack 2. They run on a 3 GHz Intel Pentium 4 processor with Hyper-Threading technology enabled, and it also had 1GB system memory. The connection among the computers was provided by a 100 Mb/s network. The emulation of the browsing clients and measuring the response time was performed by ACT (Application Center Test) and JMeter. Virtual users send a list of HTTP requests to the web server concurrently.

ACT is a stress testing tool included in Visual Studio .NET Enterprise and Architect Editions. The test script can be recorded or manually created. Each test run has warm-up time for the load to reach a steady-state. In the user scenario, random sleep times are included to simulate the realistic usage of the application. JMeter is an open source load tester. The test can be created on a graphical interface. Each virtual user inserts an exponentially distributed think time between its requests with mean 4 seconds. The threads started gradually, in a 50 seconds interval. With the help of JMeter, the measurement process can be automated easily.

There were two environments. In the first environment, the application server was ASP.NET 1.1 runtime environment, the database management system was Microsoft SQL Server 2000 with Service Pack 3. In the second environment, ASP.NET 2.0 and Microsoft SQL Server 2005 with Service Pack 1 were used. Three-tier ASP.NET test web applications have been implemented in different versions of the ASP.NET environments (Fig. [4]). Compared to a typical web application, they have been slightly modified to suit the needs of the measurement process.

![Fig. 4. The test web application architecture](image-url)

### 4 Methods for Retrieving and Investigating Performance Factors

According to the connections and limitations, the settings of our measurements are demonstrated in details in Table [1] and Table [2]. One line means one set of measurements. In each set, one of the parameters is changed in the noted interval, the others are held on default (d) or recommended (r) values. Hyper-Threading technology is enabled on the processor of the server. Thus, it seems to have two processors, although physically there is only one processor. Therefore, the recommended values [11] which are automatically multiplied by the number of processors, are divided by two. With the values in Table [2], it is expected that both the saturation of the global and the application queue can be observed.

During the measurements, the number of simultaneous browser connections was 50, while firstly the thread pool properties, secondly the global and the application queue limits are varied. The response time, the throughput, and the rate of unsuccessful requests were measured. Furthermore, the CPU utilization and available memory are monitored with the help of...
the integrated counters. The results of the measurement process are analysed using statistical methods with the help of MATLAB.

Tab. 1. Settings of the thread pool properties (the global and the application queue limits are held on default values)

<table>
<thead>
<tr>
<th>maxWorkerThreads</th>
<th>maxIOTreads</th>
<th>minFreeThreads</th>
<th>minLocalRequestFreeThreads</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-104</td>
<td>20 (d)</td>
<td>8 (d)</td>
<td>4 (d)</td>
</tr>
<tr>
<td>20 (d)</td>
<td>5-104</td>
<td>8 (d)</td>
<td>4 (d)</td>
</tr>
<tr>
<td>50 (r)</td>
<td>50 (r)</td>
<td>4-92</td>
<td>4 (d)</td>
</tr>
<tr>
<td>50 (r)</td>
<td>50 (r)</td>
<td>88 (r)</td>
<td>2-88</td>
</tr>
</tbody>
</table>

Tab. 2. Settings of the global and the application queue limits (the thread pool properties are held on default values)

<table>
<thead>
<tr>
<th>requestQueueLimit</th>
<th>appRequestQueueLimit</th>
</tr>
</thead>
<tbody>
<tr>
<td>30-69</td>
<td>100 (d)</td>
</tr>
<tr>
<td>5000 (d)</td>
<td>5-44</td>
</tr>
</tbody>
</table>

4.1 Searching Factors Influencing the Performance

The chi square test of independence must be performed to investigate whether each input and output are independent (whereas in case of other inputs the default or recommended values are preserved). The inputs are maxWorkerThreads, maxIOTreads, minFreeThreads, minLocalRequestFreeThreads, requestQueueLimit, and appRequestQueueLimit; the investigated output is the response time.

The inputs (individual values) are classified into categories according to the increasing order with the same number of values. Since the output follows a continuous distribution, it is discretized. Practically intervals of equal lengths and intervals with integer endpoints are used. The length of intervals is enlarged, we would like to see as many values more than 5-6 as possible, according to the recommendations. The null hypothesis (\(H_0\)) is: There is no relationship between each input and output (variables are independent). Alternate hypothesis (\(H_1\)) is the following: There is a relationship between them (variables output and variables are independent). Alternate hypothesis (\(H_1\)) is possible, according to the recommendations. The null hypothesis is rejected at 0.01 level of significance. In case of the chi square statistic larger than the critical values belonged to each acceptable level of significance, because the chi square statistic is normal, the plot will be close to linear. The result plot of theoretical quantiles in a quantile-quantile plot. The applied theoretical distribution is normal distribution according to the conjecture from histograms. If the distribution of observed response times is normal, the plot will be close to linear. The result plot can be seen in Fig. 5. Based on the data, the response times do appear to be normally distributed.

In IIS 5.0, ASP.NET makes use of the I/O threads first, only then it will jump over to the working threads and start to make use the working threads. In IIS 6.0, worker threads have taken the role of I/O threads, and I/O threads are only related to I/O calls. Thus, the response time depends on the number of I/O threads ‘less’ than worker threads.

Theorem 1 The .NET thread pool limits (maxWorkerThreads, maxIOTreads, minFreeThreads, and minLocalRequestFreeThreads), as well as the global and the application queue size limits (requestQueueLimit and appRequestQueueLimit) are performance factors, what is proven by a statistical method, namely, the chi square test of independence.

4.2 Determining the Distribution of the Response Time

The simplest way of the determination is to plot a histogram of the observed response times (Fig. 5). But there is a key problem with histogram: depending upon the used bin size, it is possible to draw very different conclusions.

A better technique is to plot the observed quantiles versus the theoretical quantiles in a quantile-quantile plot. The applied theoretical distribution is normal distribution according to the conjecture from histograms. If the distribution of observed response times is normal, the plot will be close to linear. The result plot can be seen in Fig. 5. Based on the data, the response times do appear to be normally distributed.
The test of normality can be executed graphically using the normal probability plot. If the data comes from a normal distribution, the plot will appear linear (other probability density functions will introduce curvature in the plot). The normal probability plot of the response times is shown in Fig. 5. The data follows a straight line but departs from it at ends. This means that the data has longer tails than the normal distribution.

The test of normality can be performed numerically with the help of certain hypothesis tests. The Bera-Jarque test [16] statistic is based on estimates of the sample skewness and kurtosis. The test evaluates the hypothesis that the response time is normal with unspecified mean and variance, against the alternative that response time is not normally distributed. The detailed results are represented in Table 4. In most cases the null hypothesis is true at every acceptable level of significance (in case of minFreeThreads the null hypothesis is rejected only at 0.01 level of significance). This would mean that the response time follows a normal distribution. But this test is an asymptotic test, thus care should be taken with small sample sizes.

Tab. 4. The detailed results of the performed Bera-Jarque tests

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Test statistic</th>
<th>Alphas</th>
<th>Critical value</th>
<th>$H_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker</td>
<td>1.0069</td>
<td>0.1</td>
<td>4.6052</td>
<td>True</td>
</tr>
<tr>
<td>I/O</td>
<td>1.4451</td>
<td>0.1</td>
<td>4.6052</td>
<td>True</td>
</tr>
<tr>
<td>Free</td>
<td>7.1708</td>
<td>0.025</td>
<td>7.3778</td>
<td>True</td>
</tr>
<tr>
<td>Local Free</td>
<td>1.4786</td>
<td>0.1</td>
<td>4.6052</td>
<td>True</td>
</tr>
</tbody>
</table>

The hypotheses of the Lilliefors test [17] are the same. The test compares the empirical cumulative distribution function of the response time ($S(x)$) with a normal cumulative distribution function having the same mean and variance as response time ($CDF$). The test statistic is

$$T = \max |S(x) - CDF|.$$  

The detailed outcomes are described in Table 5. The null hypothesis is true at every acceptable level of significance. This test is not asymptotic, thus, the response time is unambiguously normal.

Theorem 2 The response time tends to a normal distribution in case of all four thread pool parameters (namely, maxWorkerThreads, maxIOThreads, minFreeThreads and minLocalRequestFreeThreads), what is proven by a statistical method, namely, the Lilliefors hypothesis test.
5 Models for Predicting the Performance

The queuing models have been demonstrated and validated in ASP.NET environments. Firstly, the input values of the model parameters can be determined from the results of one measurement. Each page and class belonging to the presentation, business logic or database was measured separately.

Handling one session class, the input parameters of the model are the number of tiers, the maximum number of customers (simultaneous browser connections), the average user think time $\bar{Z}$, the visit number $V_m$ and the average service time $\bar{S}_m$ for $Q_m$ $(1 \leq m \leq M)$. During the measurements, the number of tiers was constant (three). The maximum number of customers means that the load was characterized as follows: we started form one simultaneous browser connection, then we continued with two, until 52 had been reached. In order to determine the average user think time, the sleep times in the user scenario were averaged. To determine $V_m$, the number of requests of each page and class belonging to the given tier in the user scenario was summed. To estimate $\bar{S}_m$, the service times of each page and class belonging to the given tier were averaged.

Handling multiple session classes, the input model parameters are the number of tiers, the number and the maximum number of customers, respectively, on a per-class basis, the average user think time $\bar{Z}$, the visit number $V_{m,c}$ and the average service time $\bar{S}_{m,c}$ for $Q_m$ $(1 \leq m \leq M, 1 \leq c \leq C)$. There were two classes. The number of sessions for one class was constant 10, while the number of simultaneous browser connections for the other class varied up to a maximum number of customers. The load was characterized as follows: we started from one simultaneous browser connection then we continued with 5, 10, until 70 had been reached. To determine $\bar{Z}$, the sleep times in the user scenario were averaged per class. In order to determine $V_{m,c}$, the number of requests of each page and class belonging to the given tier and class in the user scenario was summed. In order to estimate $\bar{S}_{m,c}$, the service times of each page and class belonging to the given tier and class were averaged.

5.2 Model Evaluation

The MVA and approximate MVA algorithms, along with the calculation of the balanced job bounds have been implemented with the help of MATLAB. Handling one session class, the inputs of the script are the number of tiers, the maximum number of customers, the average service times, the visit numbers, and the average user think time. Handling multiple session classes, the inputs the number of tiers, the number and the maximum number of customers, respectively, on a per-class basis the average service times, the visit numbers, and the average user think time. The scripts predict the response times, the throughputs and the tier utilizations up to a maximum number of customers. MVA provides a recursive way, approximate MVA computes these in a few steps, while balanced job bounds method completes in one step.

5.3 Model Validation

Finally, our experimental validation of the model in different versions of the ASP.NET environment are demonstrated. Handling one session class, while the number of simultaneous browser connections varied, the average response time and throughput per class were measured (Fig. 6). Handling multiple session classes, there were two classes of sessions: a database reader and a database writer. The number of simultaneous browser connections of one class was fixed at 10, while the number of simultaneous browser connections of the other class varied, and the average response time and throughput were measured per class.

![Fig. 6. The observed response time and throughput handling one session class](image-url)

![Fig. 8. The tier utilization handling one session class with MVA](image-url)

The results correspond to the common shape of response time and throughput performance metrics. Increasing the number of concurrent clients, the throughput grows linearly, while the average response time advances barely. After the saturation the throughput remains approximately constant, and an increase in the response time can be observed. In the overloaded phase, the throughput falls, while the response time becomes unacceptably high.
Handling one session class, we experimentally validated the model to demonstrate its ability to predict the response time and the throughput of ASP.NET web applications with MVA (Fig. 7), and approximate MVA algorithm. We have found that the model handling one session class predicts the response time and throughput acceptably. Moreover, from the model, the utilization of the tiers can be predicted. The results are depicted in Fig. 8. The presentation tier is the first that becomes congested. The utilization of the database queue is the second (29%), and the utilization of the business logic queue is the last one (17%).

Thereafter, we demonstrate that the response time, the throughput and the tier utilization of ASP.NET web applications move within tight upper and lower bounds (Fig. 9). We have found that the response time, the throughput, and the queue utilization from the observations fell into the upper and lower bounds. Thus, the balanced job bounds handling one session class predict the response time, the throughput, and the utilization acceptably.

Finally, the model handling multiple session classes was experimentally validated. We have found that the model predicts the response time and throughput with approximate MVA acceptably (Fig. 10). While the presentation tier is congested, the utilization of the database queue is about 84%, and the utilization of the business logic queue is about 16% (Fig. 11). We have found that the response time, the throughput, and the utilization from the observations as well as from the approximate MVA fell into the upper and lower bounds. Hence, the balanced job bounds predict the response time, the throughput, and the utilization acceptably.

**Theorem 3** The models predict the response time, the throughput, and the tier utilization within an error rate. The validity of the queueing models handling one and multiple session classes has been proven by measurements in ASP.NET environment.

### 6 Conclusions and Future Work

A web application has been tested with concurrent user sessions in order to statistically analyse the effect of the thread pool properties, the global and the application queue size limits. Our results have shown that the `maxWorkerThreads`, `maxIOThreads`, `minWorkerThreads`, `minLocalRequestFreeThreads`, `requestQueueLimit`, and `appRequestQueueLimit` parameters have a considerable effect on the performance, in other words, they are performance factors. The distribution of the response time has been determined as a function of each thread pool property. The normality has been intuitively founded by graphical methods, and has been proven with hypothesis tests. The normality of the response time facilitates to construct model.

Queueing models handling one and multiple session classes have been demonstrated and validated in different versions of the ASP.NET environment, namely, the input model parameters have been estimated from one measurement, the MVA and approximate MVA evaluation algorithms, and the calculation of the balanced job bounds have been implemented with the help of MATLAB, the models have been evaluated to predict performance metrics, and a measurement process has been executed in order to experimentally validate the models. Our results have shown that the models handling one and multiple session classes predict the response time and the throughput acceptably with the MVA and approximate MVA evaluation algorithms, along with the calculation of balanced job bounds.

In order to improve the model, the performance factors retrieved above must be handled along with other features. The extension of the model and the validation of the enhanced models are subjects of future work.
Fig. 10. The observed and predicted response times and throughputs handling multiple session classes with approximate MVA

Fig. 11. The tier utilization handling multiple session classes with approximate MVA
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