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Abstract

In this paper, a state-based modelling of TCP traffic is presented. During a connection, TCP stays
in either of the following states: Slow Start, Congestion Avoidance, Loss Recovery (Fast Recovery
and/or Fast Retransmit) and Time Out. We propose the use of discrete-time batch Markov process (D-
BMAP) to model the traffic generated by a TCP connection. The main contributions of the paper are
thefollowings. Firstly, we provide a simple unified model for all well-known versions of TCP-based
on the D-BMAP process. Secondly, we introduce a hew concept, namely the TCP characterization
matrix for a TCP connection that characterizes the transition probabilities between the states of TCP.
Thismatrix iscrucia in our state-based analysis. Thirdly, we present atechnique to detect the states
of TCP. We have developed our technique into atool called TCP-ASD that automates state detection
of a TCP connection. Our tool can automatically detect the beginning and the end of the states of
TCP and thus the sojourn time distributions as well as other statisticsthat we usein our analysis. We
also discuss the trade-offs between simplicity and accuracy in the state-based approach. Finally, we
use simulation and numerical analysis to validate our proposed model.

Keywords: TCP modelling, performance analysis.

1. Introduction

TCPmodelling can befound at two main levels: packet level and fluid level. One of
the motivations for the packet level approach is the possibility of applying existing
discrete-time models [4], [9], [10], [12]. The motivation for fluid level model
is the possibility of applying existing continuous-time models, [5], [6], [8], [11],
[15], to name afew. In both approaches, essential points have been addressed and
important, subtle results have been achieved. In[8], T. OTT et al. used stochastic
differential equations to model TCP behaviour and first suggested the well-known
square-root formula. J. PADHYE €t al. in [9] extends the model in [8] to capture
Time Out. This model is widely accepted as one of the most accurate models for
TCP Reno (in the case of bulk datatransfer). We can also mention here the chaotic
nature of TCP as suggested and examined in [15]. However, as TCP modelling
is application-sensitive, a general-purpose TCP model that is precise, yet simple,
is still unavailable. This makes the TCP modelling task still very challenging.
Another issue of TCP modelling is the types of modelling: black-box modelling
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and white-box modelling. Black-box modelling approaches usually start from a
theoretica model while white-box modelling approaches try to mimic inherent
operations of TCP based on some statistics. An example of white-box modelling
is the well-known ON/OFF model for voice traffic. It has two states: SILENCE
and SPEAK. If the speaker speaks, it isin the SPEAK state, otherwise it isin the
SILENCE state. A natural question arises then: How about TCP? Our state-based
model of TCP follows the white-box modelling approach. We model TCP by its
states. During a connection, TCP stays in any of the following states. Slow-Start,
Congestion Avoidance, Fast Recovery, Exponential Back-off. TCP can jump from
one state to another state in response to external events such as packet loss or Time
Out. We consider how much time TCP stays in each state and the distribution of
time elapsed in each state. Then we consider the jumping probability from one
state to another state. From the statistics, we can build a model to estimate TCP
throughput. We have developed our technique in a tool called TCP-ASD (TCP
Automatic State Detection) that automates state analysis of TCP connections. This
paper also reports some results achieved from the tool and simulations of TCP,
The remainder of the paper isorganized asfollows. In Section 2 we present a
state-based model for TCP. A tool for validation isdescribed in Section 3. Section 4
provides validation results of the proposed model. Finally, Section 5 concludes the

paper.

2. A D-BMAP Model for TCP Stationary Throughput
2.1. The General Case

We propose a discrete-time model for TCP. The states of the background process
(modulating process) arethe states of TCPitself (i.e. Slow Start, Congestion Avoid-
ance, Loss Recovery and Time Out)

First, let's consider a general model of discrete MAP [1]:

» The process is time-dotted: the dot length is the average round-trip time
(RTT).

 The probability of transition from statei to state j is denoted by [g; and the
transition probability matrix of the modulating Markov chainisP = {;}.

 When the chain is in state |, the TCP source transmits a random number
of packets with probability generating function (p.g.f.) B(2) = > bi(”z',
where bi(I> denotes the probability of i arrivals in a dot when the Markov
chainisin statel.

Now, let's define B(z) matrix as follows:
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PooBo(z)  PBo(2) ... PrnoBo(2)
Po1B1(2)  puBi(2) .. pn1Bi(2)
B(z) = . . .

Pon EN(Z) PiN éN(Z) pNNBN(Z)

Let I denote the stationary (limit) distribution of the modulating Markov chain.
Then we can estimate the long-term average throughput (BW) of a TCP connection
asfollows:

BW =I1(B'(1))"e[MSS/RTT|

where € is the unit column matrix defined by @ = [1,1,...,1]" and B'(1) =
dB(2)/dz|,—1.

Now let us turn our attention to the computational (numerical) aspect of the
aboveformula. First, let’s determine I1. Since IT is defined as the stationary distri-
bution of the modulating Markov chain (P), it must satisfy the following equation:
IT = TIP. Consequently, to compute IT, we have to solve the linear system of
equations (with constraint that the sum of elements of IT is1). Thisisawell-known
problem and we can use any of the methods available intheliterature. A little more
subtle question is how to determine B'(1). Suppose that we already know the ele-
ments of P, so what we still have to compute is dB (z)/dz|,—1, for| = 0, N. These
values are actually the expectations of the distributions of the number of packets
sent in adlot, state by state. We estimate these values by the average of the samples
from simulations. Before turning to the next part, we note that even though we
can estimate the di stributions of the number of packets sent in one slot (state by
state), what we really need is only the expectations of the distributions.

We can discuss the D-BMAP model of TCPin adightly different manner as
follows. Consider adiscrete-time Markov chain with transition matrix D. Suppose
that at time k thischain isin statei, 0 <i < N. At the next timeinstant k + 1,
atransition to another or, possibly , the same state takes place and a batch arrival
may or may not occur. With probability (cb)ij, 0 <i < N, thereisatransition to
state j without an arrival, and with probability (dh); j, n > 1, thereis atransition
to state j with abatch arrival of size n. We have that

oo N
D iy =1 (1)

n=0 j=0

Clearly, the matrix Dy with elements (dp);; governs transitions that correspond to
no arrivals, while the matrices D, with elements (d,);,; , n > 1 govern transitions
that correspond to arrivals of batches of size n.

Hence, the process can be defined asatwo-dimensional discrete-time Markov
process {(N(k), J(k)), k > 0} on the state space {(n, j),n > 0,0 < j < N} with
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the transition matrix

Do D1 D2 D3
0 D, D; D,
c_|o o o b

The variable {N(k), k > 0} represents the counting variable and {J(k), k > 0} the
phase variable. With this notation the transition from state (1, i) to state (I +n, j)
corresponds to an arrival of size n and a phase change of i to j. The matrix
D = ) 2, Dy isthe transition matrix of the modulating Markov chain. With this
D-BMAP interpretation of TCP we can estimate the long-term average throughput
(BW) of a TCP connection as follows:

(e )
BW=11) iDgMSS/RTT]
i=0

Furthermore, the stationary distribution can also be computed as follows:

Pr[BW =i] = TID;g]MSS/RTT]

2.2. On the Number of States of the TCP Mode

This subsection discusses the problems related to the number of states the model
should have. Especialy, whenwemodel TimeOut (Exponential Back-off), themain
guestion iswhether one state is sufficient or not. Thisquestion yieldsto the validity
of the Markovian assumption. For example, modelling Time Out with Exponential
Back-off by only one state of the Markov chain is usually not sufficient because it
is well-known that the sojourn time distribution in this case is not exponentia (it
isin fact heavy-tailed). But increasing the number of states raises the complexity
of the model. So we have to find a compromise here. Aslong asthereisonly one
RTO of Time Out, we model it by one state. Otherwise, Time Out is modelled by
aMarkov chain itself (with the number of states being the number of ‘ Back-offs’).

2.3. Numerical Results

The main purpose of this section isto give the formulafor stationary throughput of
TCPin closed form with some assumptions to ease the analysis.
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2.3.1. The TCP Reno Case
1. Determination of the characterization matrix

In TCP Reno we assume that the duration of Loss Recovery istypically one RTT. It
isbecause at theend of an RTT, the sender can decideto get out of Fast Recovery and
continue in Congestion Avoidance or Time Out will occur. In other words, if TCPis
in Fast Recovery, then the probahility of staying in Fast Recovery in the next round-
triptimeisassumedtobe0. Weexperiencefrommost of our simulationsthat if Time
Out occurred (if any) only in one RTO and no Exponential Back-off. Although our
general model can deal with Exponential Back-off, for thesakeof simplicity, wedeal
mainly with Time Out that |astsfor only one RTO, and asaconsequence, TCPjumps
to Slow Start with probability 1. Denote pr p theprobability of triple ACK lossevent

and pro the probability of Time Out event. Let poss = Prp + Pro- Inthisway, the
probability that TCP jumps from Loss Recovery to Congestion Avoidance (p3) is
% and the probability that TCPjumpsfromlossRecovery to TimeOut (po) is%.

Now let’sdetermine po; and ps;. Theevent that TCPjumpsfrom Slow Start to Loss
Recovery impliesthat aloss has occurred and TCPwasin Slow Start before the loss
hasbeen detected. Consequently, pyz=P[lossoccurred| from Slow Start]. Similarly,

the event that TCP jumps from Congestion Avoidance to Loss Recovery implies
that aloss has occurred and TCP was in Congestion Avoidance before the loss has
been detected. Consequently, ps;=P[loss occurred| from Congestion Avoidance].

The probability of the event that TCPjumps directly from Slow Start to Congestion
Avoidance (po1) is Plcwnd_=ssthresh_]. Our simulation shows that, except for
the first Slow Start, no packet islost in Slow Start phase. This is understandable
because Slow Start can only happen following a Time Out, and Slow Start ends
when the congestion window equals the Slow Start threshold and TCP gets to
Congestion Avoidance. After Time Out the pipeis already empty and the threshold
value is sufficiently small so that it is easily reached by Slow Start phase and
state change happens. That’'swhy packet lossis very rarely detected in this period.
Consequently, weassumethat py; & 0. From po; + P31 = Ploss Wehave pa; & Poss

and, consequently, pa3 ~ (1 — Pross). NOW denote pirenoig=P[cwnd_=ssthresh_],

then we have pos = Prhreshold @nd consequently poo = 1 — Prireshold-

To sum up, the TCP characterization matrix for TCP Reno case can be filled
asfollows:

(1 - Ptresrold) O 0  Prreshod
PTD

p
P = 0 0 p:t;i Ploss
1 0 0 0
0 Pross 0 1- Pross

where Pioss = Prp + Pro-



76 TA. TRINH and S. MOLNAR
2. Anaytical analysis

Let IT be the stationary distribution of the modulating Markov chain, IT = (7, 71,
o, m3). Wehave IT = TTP and IT isadistribution vector, so the following equation
system holds

7o = (1 — Prhreshold)To + T2
71 = 13 Ploss

Pro
TTp =TT1———
Pro
D
73 = 70 Pthreshold + 1 Pr + 73(1 — Pross)

loss

with the constraint g + 71 + 71, + 13 = 1.

Algebraic computation yields:

o = Pro

(1+ pro + 2pr0) Pthreshold + PTO
Ty = Pross Pthreshold

(1+ pro + 2pr0) Pthreshold + PTo
Ty = Pt 0 Pthreshold

(1+ pro + 2pr0) Pthreshold + PToO

Pthreshold

3

T A+ Prp + 2P70) Pthreshold + PO

Finally, we deal with the case when the slot times at the states are different. Let

T; be the dot time in state i, then we have the corrected stationary distribution

o = (ag, oy, ..., an) With o = Z’_”;_iTJ_. Specifically, the time slot in Slow Start,
]

Congestion Avoidance and Fast Recovery is roughly RTT whereas the time slot
in Time Out (Exponential Back-off) is measured by RTO. Denote k = %.

Note that in practice k is approximately equal to 4 (k =~ 4). Let p = Wilm

be the multiplicative correction term. The corrected stationary distribution of the
modulating Markov chain can be expressed in closed form as follows:

_ PPTO

(14 pro 4 2Pro) Prveshold + Pro

o

_ ©Pioss Pthreshold
(14 prp + 2pr0) Pthreshold + Pro

T
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_ KoPT 0 Pthreshold
(1+ pro + 2pr0) Pthreshold + PTO

2

_ ©Pthreshold
(1+ pro + 2pr0) Pthreshold + PTO

Note that for k > 1, p < 1 and ko > 1. Thefact that p < 1 implies that the
corrected fraction of time that TCP staysin Slow Start, Congestion Avoidance and
Loss Recovery is smaller than before correction. Similarly, the fact that ko > 1
impliesthat the corrected fraction of timethat TCP staysin Time Out (Exponential
Back-off) islonger than before correction. Since in Time Out events significantly
reduce performance, without correction we might overestimate the performance
that TCP does actually produce.

Finally, the distributions (as well as the expected values) of the number of packets
sent in each time dlot for every states are estimated by simulations.

3

2.3.2. The TCP New Reno and TCP SACK Case

Aswe have mentioned in previous Section, the modelling of Loss Recovery phase
of TCP New Reno and TCP SACK is not negligible since TCP, in order to avoid
Time Out, stays relatively long in Loss Recovery phase to recover when multiple
(consecutive or closely placed) packet losses within awindow of datain transition.
At this point, it seems that we might need a much more complicated fundamental
matrix to model the performance of TCP New Reno and TCP SACK. Interestingly,

by contrast, it is not the case. TCP New Reno and SACK, instead of going into
Time Out, compensate packet losses in Loss Recovery. Conseguently, there is no
Time Out phase in TCP New Reno and SACK, in most cases. We state ‘in most
cases because there is an exception when the congestion window is very small (to
the extreme case when too many TCP flows competing (sharing) for a very slow
bottleneck link). In this case, Time Out could happen even with TCP New Reno
and TCP SACK because there is not enough acknowledgment for triple ACK case,
and TCPisforced to Time Out. We shall deal with this problem in aseparated part,
but for the time being, we assume that there is enough acknowledgements flying
back and so thereisno Time Out with TCP New Reno and SACK. The exclusion of
Time Out implies that, apart from the first Slow Start, there is no Slow Start phase
because Slow Start could only happen after a Time Out period. Consequently,
we have only two states in consideration, namely Congestion Avoidance and Loss
Recovery. Note that our simulations and measurements as well as results from
earlier publications (e.g. [9]) suggested that the number of packets lost in awindow
could be approximated by a geometrical distribution. This implies that the time
TCP Reno and SACK stay in Loss Recovery is geometrically distributed (Markov
property). Furthermore, the probability of Time Out is approximately zero (pro ~

0). Asaresult the probability that TCPjumps from Congestion Avoidance phase to
L oss Recovery phase is the probability of loss event (poss) and the probability that



78 TA. TRINH and S. MOLNAR

TCP staysin Congestion Avoidance iS1 — Poss. L€t Precovery b€ the probability that
TCP staysin Loss Recovery phase and, as aresult, (1 — Recovery) iSthe probability
TCP jumps from Loss Recovery to Congestion Avoidance. So the characterization
matrix can be filled as follows:

P = 1- Pioss Pioss
precovery 1- precovery

Thus the stationary distribution (m, 71) of this two-state Markov chain is
(——Precovery Pos ) respectively. At this point, it seems that the model of

Plosst Precovery *  Plosst Precovery

TCPisassimple asthewell-known ON/OFF model for voicetraffic. Inasense, it's
true. However, it should be noted that our model is different from the traditional
ON/OFF model in a number of ways. Firstly, in our case, TCP does hot have OFF
period. Datais sent actively in both states (Congestion Avoidance and Loss Re-
covery). Secondly, we assume general distributions for packets sent at each time
dlot in contrast to the very limited assumption of Poisson process as in the voice
model. Thedetermination of the distributions of the number of packets sent in each
time dot (i.e. each round-trip time) in Congestion Avoidance and Loss Recovery
isidentical to the TCP Reno case.

3. A Tool for Validation

The most important part of our tool is the state detection of TCP. To collect the
statistics needed for our model, wefirst need to detect the changes of the states. In
this Section, we first describe the basic mechanism, then we discuss the difficulties
involved with the implementation and our proposed solutions.

3.1. The Mechanism

The idea of our algorithm is based on the dynamics of the congestion window and
the slow start threshold process. With the congestion window, we can detect the
changes of the states. Observethat if TCPisin aparticular state and the congestion
window is increasing, then TCP stays in that state. If the congestion window is
halved or decreased to 1, then astate change has happened. The slow start threshold
provides usthe detail sabout the next state, if astate changeisdetected. Fig. 1 shows
the flow diagrams of the basic steps of our algorithm. In the diagrams, Slow Start
is marked with 1 and 2 stands for Lost Recovery, 3 for Congestion Avoidance, 4
for Time Out (Exponential Back-off), respectively.
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3.2. The Difficulties

We faced some difficulties when implementing the state detection mechanism of
TCP. Thefirst difficulty is the detection of the end of Time Out when TCP backs-
off more than once in Time Out. Aslong as TCPisin Time Out, the congestion
window isconstantly 1 and each timeit backs-off, the slow start threshold is halved.
In this case, to check how many times TCP backs-off we need to introduce a new
variable, namely ssthreshControl to follow the halving of the slow start threshold.
Another difficulty is the version of TCP that we deal with. The state detection of
Reno TCP, NewReno TCP, SACK TCP are more or less the same. The situation is
different with Tahoe TCP. In TCP Tahoe, there is no Fast Recovery. It slow starts
after resending the lost packet(s) of any kind. In TCP Tahoe, we have two kinds of
Slow Start: Slow Start after Time Out and Slow Start after triple ACKs. Soin this
case, we need to use the trace file that contains the information about the duplicate
acknowledgements. We believe these are the magjor problems that we had to deal
with. There are still many problems relating to the state detection mechanism that
we have fixed but, for the sake of simplicity, they are not listed here.

4. Validation
4.1. Smulation Setup

We use simulation (ns2) to validate our model. We added a loss module to ns2
that can deliberately drop packets so that we can control the drop probabilities. So
instead of adding more connections to the background traffic, we examine asingle
TCP Reno connection. We believe that by deliberately tuning the loss probability,
we are able to emulate different scenarios of background traffic because the effect
of background traffic on a certain TCP connection ultimately results in the packet
loss probability of that connection. The parameters of the simulations used to
validate are as follows. The topology was a simple half-dumbell topology. The
packet size was 1000 bytes, the access link was 8 Mb/s with a delay of 0.1 ms,
the bottleneck link was 800 Kb/s with a delay of 100 ms and the buffer size was
20 packets. We investigate the performance of TCP both with Drop-Tail and RED
router mechanisms.

4.2. On the Sojourn Time Distribution at States

4.2.1. Congestion Avoidance

First, we examine the sojourn time distributions at Congestion Avoidance state.
Since al versions of TCP perform identically in this state, we concentrate on Reno
version. However, we examine Reno both with Drop Tail and RED router. As
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Fig. 2. Sojourn time distribution: Congestion Avoidance

we can see in Fig. 2, the sojourn time distribution at Congestion Avoidance is
geometrically shaped both in Drop Tail and RED case. It supports the Markovian
assumption of our model for this state.

4.2.2. Loss Recovery

In Reno, according to specification, it takes approximately one RTT for TCP to
get out of Fast Recovery and enter Congestion Avoidance or Time Out triggers.
The situation is different with NewReno and SACK. These versions of TCP are
equipped with mechanismsto avoid Time Out in case of multiplelossesin awindow
by longer Fast Recovery. With NewReno and SACK versions TCP can stay in Loss
Recovery for several round-trip times, depending on the number of losses occurred
in awindow. So here we can talk about the distribution of sojourn time. Aswe can
seeinFig. 3, the sojourn time distribution at Congestion Avoidanceisgeometrically
shaped both in NewReno TCP and SACK TCP cases. Thisconfirmsthe Markovian
behaviour of TCPin this state.

4.3. Onthe Sationary Throughput

The stationary performance is one of the most important metrics of TCP. This
Section provides the validation of the stationary throughput of TCP. We compare
our numerical results achieved from our analysis with the simulation results of ns2
under the same configuration. We go through versions of TCP, version by version.
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Fast Recovery distribution Fast Recovery distribution
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Fig. 3. Sojourn time distribution: Loss Recovery

First we validate our model for TCP Reno case, then we validate our model for TCP
NewReno and SACK case.

4.3.1. The TCP Reno Case

In TCP Reno case, al four states are possible. The probability that Time Out (Ex-
ponential Back-off) exists depends on the magnitude of the packet loss probability.
If the loss probability is very small (less than 1 percent), then Time Out is rare
even with TCP Reno, at least with our configuration. If the loss probability isin-
creased, then the probability of more packets dropped in awindow of packetsrises.
Consequently, the probability of Time Out event also grows. We observe from our
simulations that if the packet loss probability gets 10 percent or higher, Time Out
isfrequent. This has severe effects on the performance of TCP. So we validate our
model in different packet lossscenarios. Webasically examinethreetypesof losses:
small (lessthan 1 percent), average (up to 5 percent), high (higher than 10 percent).
Fig. 4 shows the throughput of Reno TCP by simulation and analysis. It presents
that our model isin accordance with the simulation results, although we experience
some overestimation. However, the overestimation is small enough (less than 1
percent), especially when the packet loss probability is small. The overestimation
is already discussed in previous sections (assumption of exponentially distributed
sojourn time as well as the presence of Exponential Back-off where we have given
up some details for the sake of simplicity of our model).
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4.3.2. The TCP NewReno and SACK Case

In TCP NewReno and SACK case, we basically have only two states, namely
Congestion Avoidance and Loss Recovery. TCP NewReno and SACK perform
moreor lessidentically most of thetime. Theonly differenceisinthelL ossRecovery
phase where TCP SACK, by adapting to the pipe, isalittle bit more aggressive than
TCP NewReno. This results in the unfairness between TCP NewReno and TCP
SACK when they arein presence.
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Fig. 5. NewReno and SACK throughput

Fig. 5 shows the throughput of NewReno and SACK TCP by simulation and
analysis. We observe that SACK performs dightly better than NewReno in most
cases. Thisaobservation supportsour view on the unfairness between TCP NewReno



84 TA. TRINH and S. MOLNAR

and TCP SACK. Surprisingly enough, the model error is smaller than in the Reno
case. We believe that this is because there was Time Out in these cases. At this
point we believe that Exponential Back-off is the major cause of error, but more
analysisis till needed.

5. Conclusion

We have presented a unified model for al well-known versions of TCP based on
the states of TCP itself. We have introduced a new concept, namely the TCP
characterization matrix and showed how to use this matrix to model the stationary
performance of TCP. We have described a novel technigue to automatically detect
the states of TCP and developed it into atool for our state-based analysis. We have
applied thistool to collect useful statistics for our state-based model of TCP.

Topics of ongoing investigations include the study of the effect of Exponential
Back-off on performance of TCP. We are also working on applying the state-base
approach to model and characterize the performance of newly proposed versions
of TCP like FAST, Scalable TCP and HighSpeed TCP.
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