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Abstract 

The wired line network has been well studied and widely used for a long time. Most of its protocols 
are so successful that passed the test of time. There are many similar tasks in mobile and wired line 
environment, and we would like to achieve compatible, inter-working solutions. So it is a plausible 
idea to use the protocols of the wired line network in mobile environment too. However, the mobile 
and wired line environment differ significantly; mainly the bandwidth is different in the two networks. 
Although the difference is going to be smaller with the help of new generation of mobile networks, 
it will still remain significant. An acceptable solution is to compress these protocols. We have not 
found such a solution in the literature so our opinion is that this article is the first dealing with SIP 
compression. 

We have created a demonstration system, which connects two SIP user agents to each other 
and ensures the compression and decompression of the messages between them. In this article we 
show our development about adapting various compressing algorithms for SIP compression, and we 
evaluate them. 
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1. Motivation 

Wired line networks have been used for 20 years. These networks grew up from 
their child disease and now they are in a productive, well tested state. We have a 
knowledge about wired network design, we have a large number of well tested and 
relatively cheap wired network elements (switches, routers), and the most important 
is that: these techniques are widely used. So it is not surprising that the 3rd 
Generation Partnership Project (3GPP) community chose the IP protocol as the 
backbone for future Universal Mobile Telecommunication System (UMTS). The 
UMTS will be an all-IP solution. That is why the mobile core system developers 
tend to switch from their individual protocols to commonly used Internet protocols. 
In 3G telephony, this progress gets up and new protocols appear. It is worth because 
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the different manufacturers' units become compatible with each other and several 
universities and companies can participate in the development of these protocols. 

In addition to the similarities, there are several differences between wired and 
mobile network. The most important one is the bandwidth, which is the bottleneck 
of mobile core systems. The number and speed of processors, the memory, and the 
capacity of backing storages are easily increasable, but the communication speed 
between the units is limited. 

Mobile system providers invested a huge amount of money into their systems. 
To get this money back they have to provide acceptable services for customers. The 
customers would like to use these services independently of their location and 
hardware framework. There is a need for a communication protocol to check the 
available and demanded services and their parameters. The Session Initiation Pro­
tocol (SIP) [7] has been chosen by 3GPP for this purpose. It can be seen by now, 
that SIP is one of the most important Internet protocols in 3G mobile core systems. 
However, it is highly redundant, because it is an extensible ASCII-based commu­
nication protocol. Recently, alerts have been raised in 3GPP that session setups 
in the all-IP network were too lengthy due to excessive signaling over the radio 
link. The delays were estimated to be as long as 10 seconds [8]. To overcome 
this problem, they agreed to use some kind of signaling compression along with 
UDP/IP header compression to shorten the transmitted messages. 3GPP escalated 
the issue to IETF. After evaluating several proposals, the Robust Header Compress­
ing Group (ROHC) [13] has come up with the idea of the universal decompressor, 
and defined a communication layer, called Signaling Compression (SigComp) for 
this functionality [19, 20, 21]. IETF has left many issues open or implementation 
specific, such as the negotiation of algorithms and parameters (such as buffer sizes). 
It is also unknown yet how to integrate SigComp with the SIP protocol, which is 
the main subject to compression. 

The SigComp layer consists of two main interworking entities: the com­
pressor and the Universal Decompressor Virtual Machine (UDVM) [22]. There 
are several compression algorithms, and for the freedom of choosing any kind of 
them, SigComp is designed in such a way that it contains a universal decompressor. 
Thus not only the compressed messages can be sent, but also their compression 
algorithms, if needed. The UDVM has its own language for implementing and 
executing decompression algorithms; the only task is to upload the appropriate 
decompressing code to UDVM. 

The protocol header compression is not a new idea. In 1990 Van Jacobson 
proposed a TCPAP specific compression algorithm [15], sending between 3-5 bytes 
of the 40 bytes header. Another interesting approach is suggested in article [16]; 
it describes a universal framework which includes a simple platform-independent 
header description language that protocol implementers can use to describe high-
level header properties, and a platform-specific code generation tool that produces 
kernel source code automatically from this header specification. In our case, these 
approaches are not appropriate, because they are based on inter-packet redundancy. 
We have to deal with stand-alone packets because it is possible that we have only a 
one-way communication channel with error prone link, so we do not know which 
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packets arrived on the far side of communication channel. The classic compression 
algorithms arc not applicable without modifications because of the short message 
lengths. We did not find acceptable solution in the literature for our special criterion. 
So we think that our article is the first approach to study the compressibility of the 
SIP protocol, and in broad manner, the asymmetric1 protocols to develop applicable 
compression methods. 

In this article we describe our research and results about SIP compression. 
Our goal was to implement the SigComp layer and to study the SIP protocol to find 
the best compressing algorithm for it. 

This article is organized as follows: We give an overview on SIP in Section 
2, in the next section we briefly present the theoretical background of compression 
and some well-known algorithms. After that, our development on compression 
algorithms is explained. Finally, we compare and evaluate our test results and give 
a conclusion. 

2. Session Initiation Protocol (SIP) 

2.1. Brief Description 

There are many applications of the Internet that require the creation and manage­
ment of a session, where a session is considered an exchange of data between 
an association of participants. The implementation of these applications is compli­
cated by the practices of participants: users may move between endpoints, they may 
be addressable by multiple names, and they may communicate in several different 
media - sometimes simultaneously. Numerous protocols have been developed that 
carry various forms of real-time multimedia session data such as voice, video, or 
text messages. The Session Initiation Protocol (SIP) [6, 7] works with these pro­
tocols by enabling Internet endpoints (called user agents) to discover one another, 
and to agree on a characterization of a session they would like to share. 

SIP is an application-layer control protocol that can establish, modify, and ter­
minate multimedia sessions (conferences) such as Internet telephony calls. SIP can 
also invite participants to already existing sessions, such as multicast conferences. 
Media can be added to (and removed from) an existing session. SIP transparently 
supports name mapping and redirection services, which contributes to personal 
mobility - users can maintain a single externally visible identifier regardless of 
their network location. For locating prospective session participants, and for other 
functions, SIP enables the creation of an infrastructure of network hosts (called 
proxy servers) to which user agents can send registrations, invitations to sessions, 
and other requests. SIP works independently of underlying transport protocols and 
without dependency on the type of session that is being established. 

Changeover of IPv4 [18] and IPv6 [4] protocols is studied and extensively 
analyzed recently, and agreed to be a necessary but not easy task [12, 23]. The 3G 
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networks use SIP as their call control protocol and IPv6 as network layer protocol 
for wireless communication, while currently IPv4 is used as network protocol for 
the Internet. Thus a need is emerged to connect a mobile SIP user agent based 
on IPv6 and another SIP user agent based on IPv4. In a previous work [24] we 
have created and tested a demonstration system, where the SIP communication 
between the IPv6 and the IPv4 networks is established between two SIP proxies 
(IPv6 and IPv4) via a special NAPT-PT. This work has presented a new technique 
to ensure communication between 3G mobile networks and Internet phones. As a 
continuation we would like to examine how to integrate the SIP protocol - which 
is the main subject to compression - into the SigComp layer. 

Instead of describing the whole functionality of SIP [3, 25], we present here 
a sample message, and a typical message flow. 

I N V I T E s i p : b o b @ b i l o x i . c o m S I P / 2 . 0 
V i a : SIP/2.0/UDP p c 3 3 . a t l a n t a . c o m 

;branch=z9hG4bK776asdhds 
Max-Forwards: 70 
To: Bob < s i p : b o b @ b i l o x i . c o m > 
From: A l i c e < s i p : a l i c e @ a t l a n t a . c o m > ; t a g = l 9 2 8 3 0 1 7 7 4 
C a l l - I D : a 8 4 b 4 c 7 6 e 6 6 7 1 0 9 p c 3 3 . a t l a n t a . c o m 
CSeq: 314159 I N V I T E 
C o n t a c t : < s i p : a l i c e @ p c 3 3 . a t l a n t a . c o m > 
C o n t e n t - T y p e : a p p l i c a t i o n / s d p 
C o n t e n t - L e n g t h : 142 

S I P / 2 . 0 200 OK 
V i a : SIP/2.0/UDP s e r v e r 1 0 . b i l o x i . c o m 

; b r a n c h = z 9 h G 4 b K n a s h d s 8 ; r e c e i v e d = 1 9 2 . 0 . 2 . 3 
V i a : SIP/2.0/UDP b i g b o x 3 . s i t e 3 . a t l a n t a . c o m 

; b r a n c h = z 9 h G 4 b K 7 7 e f 4 c 2 3 1 2 9 8 3 . 1 ; r e c e i v e d = 1 9 2 . 0 . 2 . 2 
V i a : SIP/2.0/UDP p c 3 3 . a t l a n t a . c o m 

; b ranch=z9hG4bK776asdhds ; r e c e i v e d = l 9 2 . 0 . 2 . 1 
To: Bob < s i p : b o b @ b i l o x i . c o m > ; t a g = a 6 c 8 S c f 
From: A l i c e < s i p : a l i c e G a t l a n t a . c o m > ; t a g = 1 9 2 8 3 0 1 7 7 4 
C a l l - I D : a 8 4 b 4 c 7 6 e 6 6 7 1 0 @ p c 3 3 . a t l a n t a . c o m 
CSeq: 314159 I N V I T E 
C o n t a c t : <sip:bob@192.0.2.4> 
C o n t e n t - T y p e : a p p l i c a t i o n / s d p 
C o n t e n t - L e n g t h : 131 

Fig. I shows a typical example of a SIP message exchange between two users. 
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A l i c e Bob 

TKTVTTF 

i n n T r y i n g 
F 

^ 1 RD R i n f j i n r j 
^ 20(1 OK 
^ APK 

J 

< Media S e s s i o n > > n | V 
RYF. 

^ 200 OK 

UAC UAS 
Fig. 1. SIP session setup 

3. Overview on Compression 

3.1. Theoretical Background 

Data can be compressed whenever some symbols are more likely to occur than 
others. There arc several theories for describing the information content of a data 
set. Entropy, as defined by Shannon, is the uncertainty regarding which symbols 
are chosen from a set of symbols with given apriori probabilities. If there is more 
disorder, or entropy, then more information is required to reconstruct the correct set 
of symbols [1], The Shannon's entropy is for a set of possible symbols 5 

1 

5e5 
pis) 

(I) 

where p(s) is the probability of symbol s. If we consider symbols s e 5, Shannon 
defined the notion of self-information of a symbol as: 

i(s) = log 2 

1 
(2) 

This self-information represents the number of bits of information contained in 
it and, roughly speaking, the number of bits we should use to send that symbol. 
The entropy is simply a weighted average of the information of each symbol, and 
therefore the average number of bits of information in the set of symbols. This 
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entropy (more precisely The First order Entropy) gives us an upper limit for data 
compressibility when we do not know anything about partial transition probabilities 
between symbols, and we are coding only characters and only one message. Using 
(1) we have found that the entropy of on typical SIP message is about 6.7. The 
information can be coded with H bits/symbols (this can be achieved only with 
arithmetic coding). With this entropy we can calculate the achievable compression 
rate: 

compressed 6.7 bit/char 
cr = = = 0.83. (3) 

original 8 bit/char 

How can we achieve a better compression ratio than Shannon's first order entropy? 
With second, third,. . . order entropy. If we have some knowledge about dependence 
between symbol probability and its context, then we can calculate with the help of 
conditional probabilities. The conditional entropy for a set of symbols S and context 
set C : 

H(S\C) = Y p{c) T p{s i c) Iog2 — i — (4) 
*—' p(s c) 

When the conditional probability distribution of 5 is dependent of context C, then 
H(S | C) < H(S); otherwise H(S | C) = H(S). 

As we have seen, we can calculate upper limits for data compressibility, if 
we know the symbols probability (conditional probability) distributions. But we 
would like to make effective compressing algorithms in practice. We have to deal 
with the following parts: 

• data modeling - If we have some knowledge about data, we can provide 
an accurate probability model for each symbol (or group of symbols). This 
is mostly a dictionary, sorted by symbol (or group of symbol) probability. 
(Probability in most cases is the relative frequency of a symbol in a message). 

• symbol coding - With the help of symbol coding we can link the symbols 
(or group of symbols) to an approriate codeword (whose lengths depend 
on symbol probability, the greater the probability the shorter the assigned 
codeword). 

We have to mark the borders between codewords because they have different lengths. 
Symbol coding can be byte or bit based. In the case of byte-based coding, we can 
use special symbols, in the other case we can use prefix free codewords to mark the 
borders. A codeword is prefix free, if none of the codeword is a prefix of an another 
codeword. 

3.2. Summary of Some Well-known Algorithms 

LZ77 is a byte-based run-length encoding algorithm. It scans the message and tries 
to find the largest equal parts with the dictionary. If it finds one, then it replaces it 
with the following pair of numbers: the starting address of the hit and the length 
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of replaced character group. (Sometimes the distance of the hit from the beginning 
and the length is used.) 

Input 

invite lest messoge |M njfc fnessoge jngjg'J'Q 

SIP dictionary 

Output 

"006 test message )kJ hjk "Ae7 ir>gjguig 

invite SP/OK 
REQUEST ... 

invite test 
message 

Fig. 2. Illustration how LZ77 algorithm operates 

The following four algorithms are based on prefix-free encoding: 

The Golomb-Rice encoder [9] is a prefix-free coding that assigns codes to the 
numbers 0,1,2,3,... according to the following description: first a power of 2 is 
chosen, denote it by 2*. If we want to encode the number n, first [n/2kj 1 digits 
are written, a 0 after them and last the number (n mod 2k) /c-length long even if it 
can be written shorter, which corresponds to the following formula: 

code = unary code + 0 + n mod 2k (5) 

SubExponenetia) encoder [ 11 ] is also prefix-free, which assigns codes to numbers. 
The main difference compared to the previous Rice encoder is that the lengths of 
codes are growing logarithmically depending on the numbers to be encoded. 
First a power of 2 is chosen, denote it 2k. Let n be the number we want to code. 
Then the code of n is: 

• If n < 2*, then the code of n is a 0 and n in exactly £-bit long. 
• If n > 2k, then the code of n starts [k>g(n)J - k + 1 bits 1, 

a 0 and last the lowest LIog(n)J bits of n. 

the corresponding formula: 

code = 0 + k unary code 
log(n — k + 1) unary code 

if n < 2k\ 
+ 0 + n mod log n if n > 2k (6) 

Synth With the help of Arithmetic compression [10] we can approach the best 
compression ratio, the Shannon entropy. The main idea of arithmetic coding is to 
represent each possible sequence of n messages by a separate interval on the number 
line between 0 and 1. For a sequence of symbols with probabilities p\f fa,...,p„, 

n 
the algorithm will assign the sequence interval size |~[ p(i) starting with an interval 

of size 1. We have simplified this algorithm with fixed size intervals (fixed proba­
bilities). The size of intervals is a power of 2. 
The number n, thus, can be coded by the following rules: 
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If 0 < n < 15, then the code of n is a 0 (only 1 bit) and after that n is 
represented in 4 bits. 
If 16 < n < 31, then the code of n is 10 (2 bits) and (n - 16) is represented 
in 4 bits. 
If 32 < n < 63, then the code of n is 110 (3 bits) and (n — 32) is represented 
in 5 bits. 
If 64 < n < 127, then the code of n is 1110 (4 bits) and (n — 64) is represented 
in 6 bits. 
I f 128 < n < 255, then the code of n is 11110 (5 bits) and (n - 128) is 
represented in 7 bits. 
If 256 < n < 767, then the code of rt is 11111 (5 bits) and (n - 256) is 
represented in 9 bits. 

Input: Invite abca 

0 0,0) 0,5 0,6 1 

a b c Invite 

^'5-^5001 0,55 0,56 " \ ^ 0 , 6 

o b c Invite 
: , . ... 

0 I5 —-^0,5001 

a b c Invtte • • > 

Fig. 3. Illustration how arithmetic compression works 

Huffman encoding is an optimal prefix-free coding. The algorithm is based on 
the well-known Huffman tree. The Huffman-tree is built on the frequency of the 
keywords in the message, where every leaf contains a keyword. The messages are 
then compressed using this tree. 

a b SIP c 

Fig. 4. A sample Huffman tree 

Deflate algorithm [5] is a combination of two different compression algorithms. 
First the message is compressed by the algorithm LZ77 (or its variant) and after 
that the encoded message is compressed by the Huffman algorithm. 
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4. Our Results 

4.1. SIP Compressibility 

We present three approaches that are based on each other indicating the level of SIP 
specificity. 

• In our first attempts we handled the messages as they were simple text-based 
messages, that was why we could not write efficient compression algorithms. 
Our experiments are summarized in Subsection 4.2. 

• After that we used dictionary-based algorithms, because we had preliminary 
information about the message that can be incorporated into the compression 
algorithms as probabilities. We have found a dictionary with SIP instructions 
ordered in decreasing probabilities [6]. We know that numbers and normal 
characters are more probable than special characters, and groups of symbols 
may appear more than once (run-length encoding). Some details about our 
dictionary are presented in Subsection 4.3. 
We constructed several compression algorithms (mainly differing in symbol 
coding) starting from the well-known algorithms summarized in Section 3.2. 
These algorithms were modified so that they could use our dictionary effi­
ciently. Moreover, we made all of them adaptive. We used a kind of Move to 
Front algorithm to change the symbol probabilities. When a symbol occurred, 
we decreased its position in the dictionary. We used the dictionary both at 
encoder and decoder side, improving the efficiency of the compression. The 
messages could be compressed efficiently with this solution; subsections 4.3 
- 4.6 describe what we developed specifically for the various algorithms. 

• The entropy of a message flow is better than the entropy of a message, so we 
can achieve better compression ratios when compressing message flows. Fur­
ther improving of the compression could be reached by using previous mes­
sages (dynamic compression) because the similarity of the messages could 
be high (e.g.: the address of sender and the receiver is the same) and there are 
algorithms which can profit from this property. As a future work we would 
like to study this approach. 

4.2. Experiments of First Attempts 

First we tested the algorithm LZ77. Since the dictionary contained only few key­
words as well as all the 256 ASCII characters, the compression ratio was over 
100%. 

At the second attempt, the Huffman algorithm was used. The tree was built 
based on the frequency of occurrence of the characters in the message and then the 
message was compressed character by character. Since the tree was built dynam­
ically, we had to attach information about the tree that is needed to decompress 
the message. This solution did not work because the compressed message was 
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longer than the original one. The compression ratio was over 150%, but for shorter 
messages, the ratio was even more than 250%. This terrible (un)compression ratio 
clearly shows that the well-known compression algorithms cannot be used 'as they 
are' in the case of data transfer with the SigComp layer; instead they have to be 
adapted or even re-designed. 

Before the next compression methods, we developed a good dictionary con­
taining all the SIP keywords and the 256 ASCII characters. This dictionary consists 
of more than 600 keywords. 

4.3. Creating a Dictionary 

The SIP messages are about 300-600 bytes long. A message can contain all of the 
ASCII characters. The content can be divided into user data such as e-mail, host 
name . . . etc, and SIP instructions. We studied several SIP message flows which 
can be found on Internet [8,25], and used an article [6] where astatic SIP dictionary 
was presented. From this dataset we constructed a dictionary, which consisted of 
600 elements and could be divided into 5 parts: 

1. most probable special symbols ('=',' ... ) (our elements) 
2. numbers (ten elements) 
3. alphanumeric characters (26 x 2 elements) 
4. SIP instructions (-^500 elements) 
5. special characters (M40 elements) 

We note that our algorithms use the same dictionary (the one presented here), they 
only differ in the symbol coding algorithm. 

4.4. Modification of LZ77 

The first effectively working (i.e. compressing) encoder was an improvement of 
LZ77. The dictionary has high importance in the case of the LZ77 algorithm, 
thus we used the revised dictionary mentioned above. It resulted some additional 
enhancements that the length was represented only on 1 byte, while at the first 
attempt, the length was 2 bytes. However, the real improvement was that we did 
not encode the short matches (1, 2, or 3 long) by LZ77, but these were forwarded 
un-coded. We introduced a special sign to distinguish the encoded and the un-coded 
parts. The efficiency of the modified algorithm was still not as good as the one of 
the Huffman or SubExponential compressors, but it was more efficient than the 
methods implemented as first attempts. The compression ratio was between 55% 
and 75%. Recurring parts in the message to be compressed further increase the 
efficiency, and a SIP message is one of this kind of messages. 
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4.5. Prefix-Free Encoding 

During prefix-free encoding we encoded numbers, so first the message had to be 
transformed to numbers. The message was splitted to the keywords of the dictionary 
(only exact matchings were allowed), after that the keywords were changed to the 
numbers assigned in advance to the keywords. So we could use the following 
encodings. 

The Rice encoding was the first we reached good results with. During the en­
coding we encoded the numbers transformed from the message as described above. 
The parameter of the Rice-encoding (only one number) was chosen dynamically 
according to the message, and the numbers assigned to keywords were permutated 
permanently using a kind of 'Move to Front' algorithm, thus improving the effi­
ciency of encoding. This permutation can be used easily at decompression too. 
Only some (1 or 2) parameters needed to be attached to the compressed message 
so it did not decay the efficiency. The compression ratio was 40-60% with this 
method, which means significant improving compared to the previous methods. 

The next attempt was the SubExponential algorithm. It corresponds to the 
Rice encoding, but the length of codes was growing logarithmically depending on 
the numbers to be encoded, while in the previous case the growing was linear. The 
parameter (like at the Rice-encoding) was chosen depending on the message, and 
the permutation was also used, moreover, it was improved. The enhancement of 
this algorithm compared to the Rice encoding could be as high as 5% function of 
messages, but there were cases when it was negligible. 

We developed the algorithm Synth as the simplification of the Arithmetic 
encoder. Although its philosophy is rather different from the one of SubExponential 
encoder, the test results are very similar, even more, the codes of keywords are almost 
the same. 

Finally, we returned to the Huffman algorithm. Because of the large size of 
the dictionary, it was impossible to attach the tree to the message, so we had to 
choose a solution that used a predefined tree. This tree was independent of the 
message to be compressed, so it could be stored both at the sending and receiving 
endpoint in advance, thus, we did not need to send the tree. Since the tree was 
not built based on the message, it was not optimal, but it approached the optimum 
quite well. The rate of approach naturally depends how well we could estimate and 
define the tree, thus, building of the definite tree was preceded by a lot of thorough 
tests. After having the tree, the compressing was the same as usual. We wanted 
to improve the compression ratio, so first an adaptive version was implemented, 
but there was no significant improvement. Instead, we used a similar permutation 
method as in the case of Rice or SubExponential encoder. 
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4.6. Deflate and its Modification 

The Deflate compression means the execution of two subsequent encodings. In the 
first step the message is compressed by the LZ77 algorithm, while in the second 
step the message is compressed again with the Huffman encoder. 

We were proceeding in the same way, but we used our modified LZ77 instead 
of the original. After that we did not compress the message immediately with 
Huffman. We separated the un-coded characters (including the special characters) 
and these were compressed with the SubExponential algorithm. The lengths were 
compressed with the SubExponential algorithm too, but independently of the type of 
characters. The MSBs of the positions (2 bytes) were compressed with the Huffman 
algorithm, while the LSBs were not compressed at all. We chose the SubExponential 
algorithm, because its efficiency was the same as the one of Huffman, but it was 
faster. 

5. Evaluation 

To understand the importance of the compression ratio and time for compression/de­
compression, we have to analyze the mobile call setup. In the GSM system a 
typical call setup time is about 3.6 seconds [17]. The setup time of a SIP call is 
approximately 7.9 seconds [8]. We can calculate with 140 ms RTT (Round Trip 
Time) and with a LinkSpeed of 9.6 kbps. In a typical SIP call acording to the 
arcticle [8], there are about 11 messages with an aggregated length of about 4,200 
bytes. The SIP call setup time can be calculated from previous values with the help 
of the following formula [8]: 

MessageSize [bits] RTT [sec] 
OneWayDelay = v Q A t w , \ + r — " • (?) 

LinkSpeed [bits/sec] 2 

We have obtained the following results: 

TimeForTransmission & 3500 ms 
TotalRTT « 630 ms 
BearerSetup as 3000 ms 
TotalDelay & 7130 ms. 

The BearerSetup and the TotalRTT could not be shortened without expensive tech­
nical investment. The only solution is to decrease the TimeForTransmission portion 
with the help of compression. It is difficult to see how efficient the algorithms are 
because it depends on the message very much. We used the SIP message samples 
from articles [8,25] as the test set for our compressing algorithms. In the following 
part we describe the advantages and disadvantages of the algorithms and mutually 
compare them. 
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5. /. Efficiency of Compression 

100% 

80% 

a 
<Q 
at 60% 
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H 40% 
= 

U 20% 

0% 
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- * - _ 

20 40 60 80 
Messages 

100 120 140 

100% 

80% 

60% 

40% 

20% 

0% 
Deflate Subexp Synth Lz77 Huffman 

Compression algorithms 
Fig. 5. Compression ratios 

For the compressing ratios please consult Fig. 5. First of all, we can note that 
the compression ratio highly depends on messages (left figure). On the right side we 
can conclude that the LZ77 algorithm is still 10-20% worse than the others (Deflate, 
Huffman, ...) despite the fact that our modification improved it substantially. As 
already mentioned, it is difficult to choose the best of the three prefix-free encodings, 
therefore we compare them to our Deflate development. We can see mat the Deflate 
provides the best compression ratios. In the second place there are the prefix free 
encoding algorithms. On the third place there is the Huffman tree based compression 
algorithm. 

Our experience is that the Deflate seems to be better because it is more effi­
cient in the bigger part of the tests and - more importantly - has two good features. 
One of them is that its ratio compression is not 'too bad' even in the case of extreme 
messages, while in that case, the prefix-free encoders perform very bad. The other 
feature is that i f a message "can be compressed well", the Deflate can indeed com­
press it much better than the others. This means that in some cases every encoder 
can reach a better ratio than in average cases. However, the efficiency of prefix-free 
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encoders increases only by 5%, while the efficiency of Deflate encoder increases 
by 10-12%. 

5.2. Measuring Time 

We implemented both compressor and decompressor side algorithms but the mea­
sured running time can not be used for the estimation of the compression/decomp­
ression time because of the multitasking operating environment and different ar­
chitecture. To estimate the previous mentioned values, we have to use a theoretical 
approach. Both algorithms can be used on a mobile device and on a proxy server 
too. First of all, we need some information about central processing unit (CPU) 
of the mobile phone. According to the info sheet [14], CPUs in the todays mobile 
phones have about 100 MHz clock rate. In the case of the decompression there is 
the interpreted program execution (our byte code runs on a Universal Decompres­
sor Virtual Machine) we need to approximate the real clock rate with dividing the 
original clock rate with 10. We get the formulas (8) and (9). We did not consider 
the possibility of multiple instruction execution, nor the possibility of complex in­
struction and hardware implementation of the virtual machine, so we would like to 
calculate the worst case. Now we need only the required CPU cycles of the different 
algorithms. 

NumberOfNeededCPUCycles [cycles] . m 

TimeOfTheDccompression 10 x ,„„ , „ T (8) 
100 MHz 

NumberOfNeededCPUCycles [cycles] 
TimcOfTheCompression ^ - 1 (9) 

100 MHz 

5.3. Time of Compression 

The time of compression and time of decompression can be more important than 
the compression ratio. Our goal is not to achieve the best compression ratio, but to 
achieve the minimal transmission time. It is evident that the time of compression 
depends on the (length of the) message, therefore, we do not emphasize it separately 
later. 

To estimate the time of compression for two compression algorithm groups 
(Deflat, LZ77, and prefix-free) we need different assumptions. First let us calculate 
the time of compression for prefix-free algorithms. There are two main parts: 

• the tokenization — the algorithm divides the message into the largest possible 
tokens based on the dictionary. This part is the most calculation intensive. 
We can determine the mean of the average cut/byte with help of the Fig. 7. 
The computer cycles needed for the cut operations are between 1 and 10. As 
a worst case we use 10 CPU cycles for every cut operation. For dictionary 
maintance we need another 10 CPU cycles (move to front algorithm). 
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Fig. 6. Parameters for the estimation of the compression time of the prefix-free algorithms 

• the token encoding — this part is faster than previous. Let we assume 2 CPU 
cycles for every byte encoding. 

With the help of previous assumptions we get the following results: 

Cut/Bytes x MLength x CutCost 
TimeOfTheCompression 

100 Mhz 
= 453 lis (10) 

The time of compression of the LZ77 and Deflate algorithms highly depends 
on the size of the dictionary. In Fig. 7 we can see that the number of dictionary scans 
is about 136. To achieve anadaptive dictionary we concatenate the message to the 
end of the dictionary. With the help of previous assumptions we get the following 
results: 

TimeOfTheCompression 
Scans/Bytes x MLength x (Dict.Lenght + MLength) 

% 100 Mhz 
= 1290 (is. (11) 
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We can conclude that the prefix-free encoders are much faster than the LZ77 encoder 
or the Deflate on the compressor side. 

5.4. Time of Decompression 
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Fig. 8. Cycles/bit for the decompression part 
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Since the decompression algorithm is executed by the UDVM, it is very 
important to examine how fast our one algorithm is. The application determines 
a parameter that limits the cycles to be used to decompress the message (more 
precisely, the application limits the usable cycles/bit). 

The LZ77 encoder is the fastest. Only 1 or 2 cycles/bit are needed for the 
decompression, therefore it can be used always. The Deflate encoder is not much 
worse because in its second step the prefix-free algorithm is used with less elements 
and without permutating them. The SubExponential encoder uses 18-19 cycles/bit, 
the Synth encoder uses 19-20 cycles/bit, while the Huffman encoder uses 8-9 cy­
cles/bit. Nevertheless, these values are not too high, because at least 16 can be used 
for the decompression (the application parameter is at least 16 cycles/bit). 

5.5. Memory 

On the compression side, there is no big difference in the memory usage, because 
all the encoders use the dictionary and with the exception of the LZ77 they use 
other data structures as well. Thus, there is no encoder which must be mentioned 
here because of its large memory usage. 

On the decompression side, it is highly important how much memory is used 
by the algorithms. Indeed, the UDVM has a total memory of 64 Kbytes, but 
it could happen that less memory is available. In the following we summarize 
only the needed memory of the algorithms; but we should add the length of the 
uncompressed message to it because it is stored also in the memory of UDVM. 

The LZ77 algorithm uses the least memory (3.5 Kbytes), although the Deflate 
does not use much more (4.2 Kbytes). The Synth and the SubExponential decoders 
use 6.7-6.8 Kbytes memory, while the Huffman decoder uses 12 Kbytes memory. 
The latter is not surprising because it uses the Huffman tree to decompress the 
message. 

Table 7. Conclusion 

Algorithm Comp. Ratio Comp. T. Decomp. T. 
Transmission part of the Setup Time 
(without compression Rs 3.5 s) 

LZ77 64% 1.55 ms 0.38 ms 2.2 s 
Deflate 45.63 % 1,29 ms 1,09 ms 1.62 s 
Synth 52.35 % 0.45 ms 5.78 ms 1.90 s 
SubExp 52.38 % 0.45 ms 5.26 ms 1.89 s 
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6. Conclusion 

As mentioned previously, we did not find any articles in the literature which dealt 
with SIP compression. So our task was first to analyze the SIP protocol and the 
compression theory to find feasible approaches for the compression. Our present 
study is about the analysis, synthesis and comparison of several compressing algo­
rithms in the SigComp layer. We have developed a demonstration system, which 
connects two SIP user agents to each other and ensures the compression and de­
compression of the messages between them. The main parts of the system are the 
compressor/decompressor dispatcher, state handler, compressor containing various 
encoder algorithms, decompressor containing UDVM and a mnemonic-to-bytecode 
compiler. Several tests were executed to find out the performance of the algorithms 
(speed and memory usage) as well compressing ratio; and additionally, the confor­
mance and robustness of our implementation. 

As we have seen, there is no optimal solution. Each compression algorithm 
can be good or bad depending on the criteria specified by the application. We 
emphasize that although the compression ratio is usually considered to be mainly 
the most important; in the case of data transfer using the SigComp layer, special 
requirements exist and as a consequence, the speed and the memory usage are more 
important than the accessible compression ratio. 

The modified Deflate (run length encoding + context modeling) gives us the 
best SIP call setup transfer time (1.62 s). However, this is the slowest solution on 
the compressor side and in the case of many concurrent sessions (SIP proxy) this 
can be a bottleneck. The modified LZ77 is the fastest on decompressor side. The 
context modelling (i.e. prefix-free encoders) is the fastest on the compressor side. 
We remark that the algorithms are dictionary-based which is optimal for messages 
with no special symbols. With the help of adaptive methods we can expand this 
optimality to messages with special symbols too. 

We achieved compressing ratios below 50% and decreased the total delay of 
SIP call setup by 1.5 seconds, with dynamic compression (compressing message 
flows), thus the compression ratio could be under 30% and the transmission delay 
about 1 s. Our experiements, thus, showed that SIP messages could be efficiently 
compressed. In a future work we would like to study dynamic compression and 
how efficiently SIP can be integrated into the SigComp layer. 

We think that our tests justified the philosophy of the protocol architecture, that 
is, let's allow the communicating parties select the best method for them according 
to their requirements. 
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