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Abstract

Model-driven software engineering methodologies like model-driven engineering aim to improve the productivity of software development by using graph-based models as the main artifacts during development, and generating the source code from these models. The models are usually displayed and edited using a graphical notation. However, they can also be described using a textual notation. This has some advantages and disadvantages compared to the graphical approach. For example, while editing the model, we can better focus on the details instead of a broad overview. Similarly to source code, models evolve rapidly during development. Handling and managing the evolution of models is an important task in model-driven methodologies and is an active research area today. However, there exist few research on text-based modeling approaches, compared to graph-based ones. This paper introduces the text-based modeling research field based on existing literature, and presents the state-of-the-art of the field related to model evolution and management. Our goal is to identify challenges and directions for future research in this field. The main topics covered are model differencing and merging, and the synchronization of the textual and graphical notations.
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1 Introduction

In this section, we briefly introduce text-based modeling, along with the main artifacts and processes involved in it. We also introduce some research fields related to text-based modeling, and summarize the goals and structure of this paper.

1.1 Introduction to text-based modeling

Model-driven software engineering methodologies [1, 2] like model-driven engineering (MDE) [3] aim to improve productivity by using graph-based models as the main artifacts during development. The models typically have a graph-like structure, containing nodes, edges, and other conventional model elements. They describe the problem at a higher level of abstraction, and aim to represent the target domain as accurately as possible. The models are usually defined in the context of a metamodel [4]. Metamodels are on a higher abstraction level than instance models. They describe the elements that the instance models can contain. Metamodels also define constraints that the instance models have to conform to. In this paper, we are focusing on MDE, but text-based modeling can also be applied to other model-driven methodologies that use graph-based models as the main artifacts.

The models can be manipulated in different ways, most often by using model transformations [5, 6]. There are various existing proposals with industrial applications, like VIATRA [7, 8] or ATL [9]. In most cases (with some exceptions, e.g. simulating the model), the goal is to generate a large percent of the source code from the models. Thus, MDE aims to improve traditional software development by requiring less effort and less attention to code details during the implementation of a software or a system. It aims to improve maintainability by using models that describe the problem at a higher level of abstraction. The automatic code generation also reduces the number of code defects during the development [1, 2, 10].

Displaying and editing the models in MDE is often performed by using a graphical (visual) notation, also known as...
the concrete syntax [1, 2] of the model. However, using a textual notation for displaying and editing the models also has some advantages. What we consider the main advantages of the graphical and textual notations are illustrated in Table 1. The work by Grönniger et al. [11] was one of the earliest works on text-based modeling, and it details some of these advantages. Outside of the context of modeling, the assumed superiority of graphical notations over textual notations was questioned by many researchers over time [12-14].

Many argue that using the textual and graphical notations in conjunction is the ideal solution, as we can keep the advantages of both [11, 15]. Although not directly related to MDE, successful industrial applications of using both a graphical and a textual notation in UI development also support this statement (e.g. WPF [16], Qt [17] and JavaFX [18]). However, using both notations together raises important questions regarding model evolution and management, most notably, the synchronization of the different notations. It is worth mentioning that while there are some approaches that embed textual information into the graphical notation [19], our focus is on using the textual notation as a stand-alone notation.

1.2 Processes and artifacts in text-based modeling

Using the textual notation for displaying and editing the models in practice is not as prevalent as using the graphical notation. The textual notation is often used in defining model constraints (e.g. OCL [20]), offline storage and model serialization (e.g. XMI [21]), or in the case of behavioral models. In this subsection, we introduce our definition of text-based modeling. We focus on the case where the model itself is described and edited in a textual form via a formal language [22]. The text is processed by the parser of this language, based on the grammar. The result of the parsing process is a parse tree or an abstract syntax tree (AST [23]). The parsing process can be considered a text-to-model (T2M) transformation. In practice, the parser is usually generated from the grammar by a parser generator, like ANTLR [24, 25], Bison [26], or Yacc [27, 28]. The inverse of the T2M transformation is the model-to-text (M2T) transformation [29, 30]. During this process, we generate the textual notation from the model. In this paper, we refer to the approach described in this paragraph as text-based modeling.

Fig. 1 contains an overview of the most common artifacts and processes used in text-based modeling. On Fig. 1, the model is the main artifact. The generated artifacts represent the automatically generated source code. Updating the model from the generated artifacts is not a common practice in MDE, as it is a difficult task. This is usually referred to as round-trip engineering [31]. The model and the graphical notation are usually in a two-way association relationship, which means that they update each other when one of them changes. In practice, this is usually done with the aid of a view engine (like in VMTS [32-34], a visual and textual modeling framework), or another similar construct. We choose to omit this concept here, as the details of this process are not relevant to text-based modeling. The textual notation is processed by a parser, parsed into an AST, then, the model is updated based on this AST. This is the T2M transformation. Generating the textual notation from the model is the M2T transformation. The M2T transformation can be performed by directly generating the text, or by building an AST first, and then generating the text from the AST. It is worth noting that the relationship between the model and the generated artifacts, and between the model and the graphical notation are not exclusive to text-based modeling.

1.3 Research fields related to text-based modeling

We believe that the following research fields are the most important that are closely related to text-based modeling, and model evolution and management:

- **Synchronization.** Based on the overview in Fig. 1, we define two distinct synchronization-related challenges that are relevant to text-based modeling. It is worth mentioning that there are some similarities between the synchronization between the textual notation and the model, and the synchronization
between the generated artifacts (source code) and the model. Namely, both the textual notation and the generated code are in a textual form. Thus, results in this field can possibly be applied to the field of incremental code generation as well. We examine the following synchronization problems in detail in Section 3:

- Synchronizing the graphical and textual notations so that they are always consistent with each other.
- Synchronizing the textual notation and the model, after the model was edited via another approach (e.g. direct edit, editing via graphical notation).

- **Model differencing and merging (MDM).** Another issue that is relevant to model evolution and management is the differencing and merging of the graph-based models. This is different from source code differencing and merging, as our main artifacts are graph-based models instead of text-based source code. The most important application of MDM is model-based version control systems. We examine existing MDM approaches, and discuss the relevance and role of text-based modeling in this research field in Section 2.

- **Language workbench development.** Language workbenches – a term popularized by Martin Fowler [35] – are software development tools designed to build software using multiple, integrated domain-specific languages [36-38]. Most language workbenches are designed with the single goal of supporting language oriented programming [39]. Some tools, however, are more related to MDE, as the language they provide can be mapped to models. For example, Xtext [40, 41] languages are mapped to EMF [42, 43] models, or Fujaba [44, 45] maps Java code to UML [46] models. Some of these tools are closely related to text-based modeling, since they share the same scanner-parser approach [47]. Therefore, some challenges related to language workbenches are also related to text-based modeling. These challenges deal with the creation and evolution of domain-specific languages. The work published by the Language Workbench Challenge (LWC) community summarizes the open questions and challenges related to language workbench development [48, 49]. In Section 4, we further discuss this topic.

### 1.4 Goals and structure of the paper

This paper introduces the text-based modeling research field related to model evolution and management, and presents the state-of-the-art in this field. The main research topics covered are MDM approaches and synchronization. As models evolve, version control systems can be used to keep track of different versions of the models. Differencing and merging is an essential task in version control systems, and there exist little research on text-based MDM algorithms. During model evolution, it is also important to keep the different notations of the model synchronized with each other. The goal of this paper is to describe the text-based modeling research field regarding model evolution and management, and to identify challenges and open questions in this field. Another goal of the paper is to present our previous work in this research field, along with our research plans for the future.

The paper is structured as follows. In Section 2, we examine graph-based and text-based MDM approaches and their categorization, and identify directions for research in this field. Section 3 deals with the problem of synchronization in text-based modeling, where we identify some open questions related to synchronization. In Section 4, we discuss the main challenges in language workbench development. We present our own previous work in this research field in Section 5, and outline our main research plans for the future. Finally, Section 6 concludes the paper, highlighting our main findings.

### 2 Model differencing and merging (MDM)

In this section, we first give a brief introduction to MDM, and reason why it is needed. Afterwards, we outline the main motivations behind text-based MDM, and how it is different from graph-based MDM. Finally, we review the state of graph-based and text-based MDM algorithms in existing research.

#### 2.1 Introduction to MDM

In traditional, source code-based software development, the code is in constant change. Similarly, models in MDE also undergo a lot of changes during their lifecycle. This process is called model evolution [50]. In order to handle the constantly changing source code, we use version control systems (VCS [51]) – like Git [52] or Subversion [53] – to manage the different versions of the same code. An important task in version control systems is the differencing and merging of different versions of the same code.

The concept of version control can also be applied to model-based methodologies [54, 55]. Using version control systems greatly improves the efficiency of teamwork in software development. However, differencing and merging text-based source code is different than
differencing and merging graph-based models. In source code differencing, it is difficult to use the semantics of the code during the process, as the code is usually split into multiple files. Even if the code is physically located in one file, semantically analyzing source code is not a trivial task [56]. Thus, it is difficult to judge that the code is semantically correct. By building an AST from the code, we can use some of the semantics of the code, but in most cases, the user of the VCS is still restricted to raw text differencing and merging [57]. During model differencing, the structure of the model holds most of the information. Differencing and merging graph-based models requires a different approach than source code differencing and merging. Although we can apply raw text differencing to the serialized form of the model (like XMI [21]), it is difficult to locate the precise differences between the two. In text-based modeling, there is a third option: differencing and merging the textual notations of the models. Text-based MDM shares similarities with both raw text-based and graph-based approaches. The characteristics of the main MDM problems are summarized in Fig. 2.

Text-based MDM can be considered a relatively new research field, as there are few existing algorithms. Text-based MDM approaches use text-based artifacts – similar to source code differencing – in addition to graph-based artifacts, which are usually the trees (AST) parsed from the texts. By using the AST, more semantic information can be extracted as opposed to using raw text differencing. This, of course, requires using the parser in order to get the tracing between the AST and the model. Since most modeling environments do not support saving incorrect models, it is also reasonable to demand that the textual notations – and the trees parsed from them – are syntactically and semantically correct. This means that the semantic information we extract from the trees is always correct.

In addition to being used in version control, MDM approaches can also be applied to other areas as well, like model transformation testing [58, 59]. This process consists of checking the result of the model transformation by using model differencing to compare it with the expected result. The expected result can then be constructed manually or automatically. It is also worth mentioning that there is research focusing on semantic model differencing [60]. These approaches are not solely dependent on the syntactic structure of the models, as they also use semantic diff witnesses to determine the differences.

2.2 Motivations behind text-based MDM

Although text-based MDM algorithms share similarities with other approaches, they also have some differences. We have summarized the main differences when using text-based MDM, compared to raw text differencing and merging, and graph-based MDM methods. These differences also serve as motivation behind researching text-based MDM. They are as follows:

- **Advantages over raw text differencing.** If we use a traditional text differencing and merging tool (e.g. KDiff [57]), we cannot recognize the differences between the models on a semantic level. We can recognize them on the level of the raw text, but not on the level of the model elements. This can result in confusing difference reports. By using a text-based MDM algorithm, and using the abstract syntax trees during the process, we can have a more accurate result.

- **Serialization support.** We can use the textual representations instead of a standard XML-like format like XMI [21] to serialize our models. This results in better readability of the text, especially during version control. Using a text-based MDM algorithm further supports this process.

![Fig. 2 The main diff / merge problems related to text-based modeling](image-url)
Synchronization support. Text-based MDM algorithms can support synchronization by recognizing changes that occurred between two editing sessions. The changes can occur in different ways, e.g. directly editing the model, or editing it via the graphical notation. A text-based MDM algorithm can recognize differences between the newly generated representation, and the previously edited one. We are discussing synchronization in detail in Section 3.

Preserving non-semantic information. It is beneficial to preserve the non-semantic information (e.g. comments, white space) in the textual representations between editing sessions. Text-based MDM methods support this, as we can use them to differentiate between semantic and non-semantic differences.

• Fallback plan. If for some reason, a text-based MDM algorithm fails to discover differences accurately, we can fall back to raw text differencing tools, like KDiff [57]. Some reasons for the failure are user error, configuration error, or some other unforeseen circumstances. By falling back to raw text differencing, the differences will not be accurately recognized, but the user is always informed of them. In our opinion, this is a very important advantage, as this makes text-based approaches less error-prone than graph-based approaches. It is more difficult to develop a fallback plan for graph-based approaches, as there is no easy way to compare two graph-based models based on a specific technology. Therefore, reaching 100% accuracy is usually a difficult task. By using this fallback plan, we can reliably discover every difference, although this comes at the cost of comprehensibility and ease of use, as the differences would have to be interpreted and merged manually by the user.

2.3 Survey of existing approaches

The works by Alanen and Porres [61, 62] are considered by many to be the start of the MDM research field. They were among the first to propose a solution for the differencing and merging of graph-based models. The authors defined the difference and union (and thus, the merge) of two models based on MOF [63, 64] metamodels. Their approach uses operations (e.g. add, delete) to represent changes between two versions of a model. Future research directions mentioned in the paper include the need for more metamodel-specific solutions, and support for automatic merge conflict resolution. In addition, since the algorithm presented by the authors is dependent on MOF, at that time, there was also a need for more metamodel-independent approaches.

Graph-based model differencing and merging can be approached in numerous ways. The work presented in the paper by Kolovos et al. [65] focuses on the differencing in the MDM process. The first phase of differencing in MDM is matching the model elements in the two models based on some criteria. Their categorization of matching approaches covers the different matching strategies during the differencing process in a general way. The authors split model matching approaches into the following categories:

• Static identity-based matching. The matching is done based on static identifiers that must be unique for every model element. This approach can only be
used in simple cases, and the identifiers have to be maintained at all times. However, if it can be used, it is accurate and easy to implement.

- **Signature-based matching.** Similarly to static identity-based matching, these approaches also compare identifiers and give a true / false answer. However, the identifiers in this case are dynamic, as they can be a combination of the features of the model elements. This must be configured by a user-defined function, which increases the effort of implementing these approaches. The function has to be configured properly in order to achieve high accuracy.

- **Similarity-based matching.** The result of these matching approaches is not a true / false value, but a number that represents the similarity between the two model elements. If the number is above a certain threshold, the elements are considered to be matching. The similarity metric is calculated from the features of the model elements. The different features are weighted differently. The challenge in implementing this approach is finding the correct weight functions for the method in order to achieve high accuracy. This approach has the advantage of being generic (modeling language-independent), and if configured properly, it can achieve better accuracy than signature-based methods.

- **Custom language-specific matching algorithms.** These approaches are tailored to a specific modeling language in order to use the precise semantics of that language. Thus, they are very accurate, but are not general, and are usually difficult to implement.

Graph-based model differencing approaches usually fall into one (or in some cases, more) of these categories. We note that the differences between the different approaches can be measured in a trade-off between the following metrics:

- **Accuracy.** The percentage of correctly identified differences between the two versions.

- **Generality.** The number of modeling languages that the approach can be applied to.

- **Effort.** The time and effort required to implement the approach.

- **Performance.** The runtime performance of the algorithm.

Kolovos et al. [65] mention the difficulty of objectively and formally comparing the different approaches, which tends to be a recurring problem in this research field. Altmanninger et al. [66] focused on the merging in the MDM process, and raised open questions that are still relevant today. The paper examines three-way (model) merging methods [67, 68]. The authors formalize the MDM process by splitting it into three distinct phases:

- **Change detection.** In this phase, the changes between the ancestor model V0 and the two modified versions V0’ and V0” are calculated. The detection can be done in a state-based (only the final states are considered) or in an operation-based (the model editor tracks the changes as operations) way [69, 70]. The authors differentiate between generic atomic (model independent operations like add), specific atomic (model dependent operations like rename), and specific composite (model dependent, complex operations, like refactor) changes. Detecting more complex changes improve the quality of the merged model.

- **Conflict detection.** Based on the result of the change detection phase, conflicting changes are identified. The authors differentiate between two conflict types: equivalent and contradicting conflicts. Equivalent conflicts (e.g. two distinct add operations) can be merged automatically, while contradicting conflicts (e.g. update and delete on the same model element) cannot be merged automatically in most cases.

- **Inconsistency detection.** This phase focuses on the inconsistencies between the merged model (after the conflict detection) and the metamodel. The authors categorize these inconsistencies into syntactic and semantic problems. Syntactic problems (e.g. cyclic inheritance) can be automatically detected based on the metamodel, while semantic problems (e.g. same concept implemented twice in the merged mode) are very difficult to detect automatically.

After evaluating four versioning systems (Subversion, IBM RSA [71], EMF Compare [72] and Unicase [73]), the authors defined key areas, where future research can be done. Most of these are still relevant today. They are as follows:

- **Benchmark availability.** There is a lack of detailed (formal) requirements and well-defined, expected run-time behavior of model versioning systems. In addition, there are no test cases for testing different capabilities of these systems. There have been some proposals since then, but there is still research to be done in this area [74].
• **Unreliable conflict detection.** There amount of false positives and false negatives during conflict detection in existing approaches is too high. There is a need for reliable (accurate) conflict detection approaches, especially in the case of model-independent (general) solutions.

• **Confusing difference report.** Differences are displayed differently in every tool. Moreover, they are usually not displayed in the concrete syntax of the model, but rather in an abstract tree or list representation. This results in worse readability.

• **Single diagram support.** Model-independent (general) model version tools are needed. While there are more general approaches now than before, they are still not very prevalent in practice.

• **Unreliable conflict resolution.** Automatic conflict resolution support for the existing tools is low. This issue still exists today, albeit to a lower degree.

Text-based MDM can be considered a young research field. We have mentioned that it shares similarities with source code differencing and merging, and graph-based MDM approaches. Since there is little existing research in this area, there is little information on what we can gain (e.g. performance, accuracy and generality) by using text-based approaches over graph-based ones. While we have outlined the main differences compared to graph-based MDM approaches in this section, there is still a need for more studies on this subject.

Van Rozen and van der Storm proposed TMDIFF [75, 76], a differencing approach for textual modeling languages. In the problem described by the authors, the models are created from the textual languages. Instead of the M2T transformation, origin tracking (a form of traceability [77]) is used to map the model to the text. Textual artifacts are the main artifacts instead of the model. Therefore, this problem is somewhat different from the text-based modeling we defined in this paper.

Finally, we would like to note that there are many existing approaches and solutions in MDM for different modeling languages. There are proposals for various UML diagrams [78-80], specific modeling environments [72], or ones introducing new approaches, like design-space exploration [81]. According to our experience, the number of graph-based approaches heavily outweighs the number of text-based approaches. Our future goal is to conduct a systematic literature review to prove this conjecture.

2.4 Open questions

Based on the ideas presented in this section, we identify the following research directions related to text-based MDM:

• **Objective comparison and benchmarking.** A recurrent problem in research related to MDM is objectively comparing and classifying different algorithms. Objective comparison also calls for formalization. Moreover, there is a lack of benchmarking to use. This topic is not strictly related to text-based modeling, as these problems exist for graph-based MDM approaches as well. A difficult task is deciding what metrics we can apply to achieve an objective comparison. In addition, lots of MDM approaches are designed for one modeling language, making an objective, technology-independent classification a challenging task.

• **Adapting existing research.** A direction that is specific to text-based modeling is the adaptation of existing research for text-based MDM approaches. The main question is if key concepts and methods from research on graph-based MDM can be applied to research on text-based MDM. Since an AST can also be considered a graph, some of these concepts could – in theory – be applied. For example, applying similarity-based comparison on the trees parsed from the textual notations might make the algorithm more general, at the cost of reduced accuracy. Text-based MDM is still the ideal choice for text-based modeling, as most advantages it brings that we discussed before (e.g. preserving the non-semantic information in the text) during the differencing process greatly benefits text-based modeling. We consider a thorough examination of the pros and cons of applying these concepts a possible research direction.

• **General text-based MDM algorithms.** An important question is if a general text-based MDM algorithm can be developed. Developing a general text-based MDM algorithm is difficult, as we also have to tailor our approach to handle as many textual languages as possible. It can also be worthwhile to examine how the trade-offs are comparable to general graph-based MDM methods.

• **Evolution of the language.** Models evolving during development are one of the main motivations for research behind MDM. However, in text-based modeling, the language that describes the textual notation can also change over time. An interesting research direction would be to develop an algorithm
that adapts to these changes as much as possible. For example, if the syntax of our language changes, we want our algorithm to be compatible with the older textual notations as well. However, the semantics of the language can also change over time. Another interesting question is if we can define metrics in order to measure the flexibility that our algorithm has in this regard.

These are the main directions that we consider to be the most promising in this field. One of our main motivations behind researching text-based MDM is to examine how they compare to graph-based MDM. Two of the main research directions we listed above are closely related to this problem:

1. objective comparison and classification is needed in order to compare the algorithms, and
2. the adaptation of existing research might close the gap between graph-based and text-based MDM approaches.

3 Synchronization in text-based modeling
As models evolve, it is important to keep the different notations of the model up-to-date, or synchronized with each other. In this section, we propose two categories of synchronization problems in text-based modeling. We also examine existing solutions for synchronization, and identify areas where future research can be done.

3.1 Categorization of synchronization
During the examination of the processes and artifacts in text-based modeling in Section 1, we have identified two forms of synchronization:

• Between the textual notation and the model. The model and textual notation has to be updated when one of them changes. This can be done by the M2T and T2M transformations we discussed before. We also have to decide whether we want to continuously synchronize every change, or use a push-pull model instead. In some cases, the overhead in performance is not worth keeping the artifacts constantly synchronized. It is worth mentioning that the graphical notation also needs to be synchronized with the model, but the focus of our paper is on text-based modeling.

• Between the graphical and textual notations. When the content of one of the notations changes, the other one needs to be updated in order for the displayed information to remain consistent. Fig. 1 shows that the graphical and textual notations are usually independent of each other. This means that the model also has to be updated. Thus, this form of synchronization includes the previous one.

We would like to note that we mentioned incremental code generation before, which can be considered the synchronization process between the model and the generated source code. If it is two-ways, it is usually called round-trip engineering [31]. In this paper, we are not focusing on incremental code generation, though the results in this field could also be applied to the field of incremental code generation as well.

In this paper, and in our research, synchronization between the textual notation and the model is our focus, as it is most relevant to text-based modeling. We propose the (informal) definitions for two types of synchronization, depending on when and how often do we need to synchronize the textual notation and the model. They are illustrated in Fig. 5 and are as follows:

• **Online synchronization.** Changes that occur in the model or the textual notation need to be immediately reflected in the other. For example, when we are editing and updating the model using a textual editor.

• **Offline synchronization.** Changes that occurred between the model and the textual notation over an extended period of time have to be detected. For example, when we are opening the textual notation after the model changed through other means like direct editing, or editing via the graphical notation.

Offline synchronization is similar to state-based differencing [69, 70] in MDM. This means that we have to detect an unknown amount of changes that occurred over an unknown period of time. In online synchronization, we know exactly what changes occurred and in what order. It can be argued that complex operations in a textual editor (e.g. cutting and pasting a large chunk of text) counts...
as offline synchronization. Thus, the line between the two
categories is not always clear.

3.2 Survey of existing approaches
Fairmichael and Kiniry [82] formalized the relation-
ship between the textual and graphical notations of the
Business Object Notation [83] modeling language. The
textual and graphical notations are often loosely con-
Nected, or not connected at all, so formalizing the rela-
tionship between the two can be very helpful for future
research. The authors state that this is a research direction
where more research can be done. They also mention that
one of the main applications for their approach is in MDM.

There are many existing proposals for the online and
offline synchronization problems we defined [84-87]. In
this paper, we are examining two of them, to represent
each category.

Oskar van Rest et al. [88] proposed a solution for the
online synchronization of the graphical and textual nota-
tions. Their approach recovers from errors during syn-
croration and preserves the layout of both notations.
It was implemented to synchronize textual editors gen-
erated by Spoofax [89], and graphical editors generated
by GMF [90]. They use model-to-tree transformations
instead of the model-to-text transformations that we dis-
cussed previously.

Angyal et al. [91, 92] proposed an approach for the
offline synchronization of the textual notation and the
model, and thus, the textual and graphical notations. They
implemented their prototype in the VMTS framework.
The textual notation and the parser are generated by a
metamodel-based approach. For every model element, the
template attribute that maps a textual representation to the
element has to be filled out. The synchronization is a three-
way merge process, with the common ancestor being the
stored textual notation. The differences are handled as edit
scripts, thus, this is an operation-based approach.

3.3 Open questions
As opposed to online synchronization, offline synchr-
Onization tends to be less accurate and more reliant on the
user. The reason for this is because offline synchroniza-
tion is closely related to MDM. Offline synchronization
and state-based model differencing are very similar, since
in both cases:

1. differencing and merging is needed, and
2. an unknown amount of changes occur over an
unknown period of time.

Thus, they share some problems that we discussed in
Section 2, of which what we consider the most important
are as follows:

- **Automatic conflict resolution.** It is not trivial to
  automatically solve conflicts that occur during the
  synchronization. This is mostly due to the inherent
  differences between the different notations.

- **General synchronization approaches.** Similarly to
  MDM, developing general algorithms for synchroni-
  zation is a difficult task. Having such general algo-
  rithms is beneficial, since we do not have to develop
  a new algorithm for a new language.

- **Feedback and user involvement.** Similarly to ver-
  sion control systems, the result of the automatic syn-
  chronization is usually displayed for user supervision.
The form of display and the ease of user involvement
are areas where future research can be done.

4 Challenges in language workbench development
This section briefly reviews the state of language work-
benches, and their relevance to text-based modeling. We
also take a look at recent challenges in this research area.
We consider some of these problems important to text-
based modeling, as they deal with the editing and manage-
ment of the textual notation.

Language workbenches (LW) are tools that spe-
cialize in building software using multiple, integrated
domain-specific languages [35, 37]. The focus is on defin-
ing, processing and using these languages during software
development.

Language workbenches are usually sorted [49] into one
of the following categories:

- **Graphical** workbenches support languages that use
  the graphical notation. Some examples are VMTS
  [32-34], MetaEdit+ [93] and GME [94].

- **Textual** workbenches support textual languages. In
  this case, the DSL is defined and processed by a for-
  mal language. This is often referred to as the scanner /
  parser approach. Textual language workbenches often
  make use of advances in IDE and editor technology,
as editors are usually generated along with the parser.
  Some examples are Xtext [40, 41] and Spoofax [89].

- **Projectional** workbenches move away from the scan-
  ner / parser approach by using syntax-directed projec-
tional editors. Using these editors, the user can directly
  edit the abstract syntax, and define the concrete syntax
  separately. This is a more language-oriented approach,
  and enables the mix of textual and non-textual
notations. Some examples are JetBrains MPS [95] and the Intentional Domain Workbench [96].

In text-based modeling, we often use formal languages to describe and process the textual notation during the M2T and T2M transformations. Due to the use of the scanner/parser approach, textual language workbenches have much in common with text-based modeling. It is worth mentioning that some of these workbenches (like Xtext) also map the language to a domain-specific model. Therefore, advances in textual language workbenches—and consequently, IDE and editor technologies—are also beneficial to text-based modeling. Thus, we consider some of the challenges and open questions in this field to be relevant to text-based modeling.

The annual Language Workbench Challenge (LWC) was launched in 2011 to allow researchers in this field to compare their approaches [48]. The first four challenges were issued to solve specific problems related to language workbenches by implementing a different language each year. They also proposed a feature model aimed to describe the features a workbench can have. These features are split into categories like notation, semantics, editor, validation, or compositability.

In 2015, the LWC community defined benchmark problems for language workbenches and called for solutions for these problems [49]. Briefly summarized, their categorization is as follows:

- **Notation.** These problems address issues that are relevant to the notation of languages. Some of the problems included here (but not limited to) are related to metadata annotations, computed properties, optional hiding. The most important problem related to text-based modeling is the support for multiple notations.

- **Evolution and reuse.** These problems concern the modular extension and the evolution of languages over time. The evolution of the formal language is a relevant problem in text-based modeling as well. Moreover, keeping the new version as compatible as possible with older textual notations can be useful during the MDM process.

- **Editing.** These problems are related to the editor of the language. Solving these problems advances IDE and editor technology as well. Some examples mentioned here are editing incomplete programs (or the textual notation in the case of text-based modeling), referencing missing items, restructuring, and formatting preservation. Making the editor of the textual notation as user-friendly as possible greatly increases the ease of use of text-based modeling.

Out of the challenges mentioned by the LWC, we consider the following to be the most relevant to text-based modeling:

- **Supporting multiple notations.** By supporting the graphical and textual notations as equivalent and views of the model, synchronization issues can be solved more easily. However, offline synchronization would still remain an issue as we could still modify the model directly through its persistent structure.

- **Syntax migration.** When the syntax of the language changes (e.g. changing a keyword), we would like our old textual notations to be as compatible as possible with the new syntax. This is related to one of our open questions in Section 2.

- **Structure migration.** Similar to syntax migration, but instead of the syntax, the underlying structure of the AST is changed instead. The question is how can existing textual notations be migrated to the new representation and in what ways does this affect the non-semantic information in the text.

- **Editing problems.** As we have discussed earlier, solving problems related to the editor advances text-based modeling. We believe the two most interesting problems are formatting preservation and end-user defined formatting. The former deals with refactoring and quick-fixes; these should not alter the formatting of the textual notation. It is also something that we strive for during offline synchronization and text-based MDM. The latter specifies a need for formatters that the users can customize to their own needs.

### 5 Previous work and personal research plans

In this section, we present our own previous work in the text-based modeling research field. After that, we briefly present our research plans for the future, according to the open questions discussed in this paper.

In previous work, we developed a text-based MDM algorithm [97] that operates on the textual representations of VMTS [32-34] models. The models are described by a textual language called VMDL (Visual Model Definition Language) that was also created by us. The synchronization between model and text is done in an offline way (as described in Section 3), as they are synchronized once the notation is saved. The mapping between model and text is done by a formal language developed with
ANTLR [24, 25]. We also formally verified the algorithm based on certain aspects [98].

Currently, our algorithm works only with VMTS models, but can – in theory – support other modeling languages. This is achieved by using the parser of the textual language during the MDM process, namely, demanding certain requirements from it. For example, when trying to match two model elements with each other, we ask the parser if they can be considered a match based on the AST. This is considered to be a dynamic (signature-based) approach as described by Kolovos et al. [65] and presented in Section 2.

Based on the research presented in this paper, we briefly present our own research plans for the future:

- **Systematic review.** We plan to conduct a systematic literature review (SLR) to further support the conclusions of this paper, especially regarding the ones presented in Section 2.

- **Comparing text-based and graph-based MDM.** Based on the reasoning presented in Section 2, our goal is to provide a classification system that we can use to compare the different MDM algorithms. We aim to introduce a formal model that can be used as a basis during the comparison.

- **Develop a general text-based MDM method.** We aim to improve our text-based MDM algorithm to be as general as possible. We also aim to examine the trade-offs that we have to make, and compare it to general graph-based MDM methods.

- **Automatic conflict resolution.** We intend to improve our algorithm so that it can automatically discover and resolve most conflicts that arise during the MDM process. Achieving this greatly improves the usability of an MDM algorithm, provided that the automatic conflict detection and resolution are proven to be correct at all times. Otherwise, the user intervention effort can even be higher than without automatic conflict resolution.

6 Conclusion

In this paper, we introduced the text-based modeling research field, and presented the state-of-the-art related to this field. We focused on two areas relevant to text-based modeling: model differencing and merging (MDM), and synchronization. We also discussed that challenges in language workbench development can have some in text-based modeling as well.

We discussed that text-based MDM is a relatively new direction in the field of MDM. We showed how text-based MDM is different from raw text differencing and merging, and from graph-based MDM. We outlined our main motivations behind researching text-based MDM. We concluded that the lack of objective comparison and benchmarking are a recurring problem in this field, and identified several directions where future research can be done.

In model evolution, keeping the textual and graphical notations and the model synchronized is an important task. We categorized synchronization problems into two distinct categories: online and offline synchronization. We concluded that offline synchronization is very similar to state-based MDM, and thus, they share some open questions as well.

We presented the state-of-the-art of, and identified the main challenges in language workbench development, based on the work of the Language Workbench Challenge (LWC) community. Language workbenches are related to text-based modelling, as the two fields have common challenges that deal with the editing and management of the textual notation.

Finally, we presented our previous work in this research field and outlined our main plans for the future. These plans are closely related to the open questions we discussed earlier.
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