A Study of the Extremum of the Total Energy of the Selective Signals Constructed by Quadratic Splines
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Abstract
The development of mobile communication networks in the direction of 5G networks implies the use of the radio interface that is based on new signal-code structures, the choice of which will determine their further development and the ability of operators to provide innovative services. The use of quadratic splines for the synthesis of selective signals with a finite spectrum, free from intersymbol interference, is proposed. An analytical expression for the synthesized signal in the time and frequency domains is obtained. A study was made of the dependence of the total energy of a selective signal on the parameters of a quadratic spline, which is used to interpolate the spectral density in the transition region using the methods of differential calculus of functions of several variables. To study the extremum of the total energy of a selective signal, the parameters of the width of the transition area α was used and the coefficient of rounding the spectrum ρ, the variation of whose spectral density allowed us to establish the limits of the change in the total energy of the signal in question. Conducted studies allow us to synthesize the signal and formulate recommendations on how by changing the parameters of the signal, you can get a signal with the desired properties. This will allow to obtain the optimal waveform in accordance with the selected criteria, providing for the required energy performance of the signal in the radio interface of 5G networks.
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1 Introduction
The development of mobile networks today is in the direction 5G networks, the implementation of which will significantly enhance the ability of the mobile operator to provide innovative high-speed services, including tactile Internet services, transmission of holographic images, industrial and transportation automation with support for low-value time delay of packets in the network. Significant changes in the network structure based on software-configured networks in the SDR (Software Defined Radio) radio access network and the SDN (Software Defined Networking) core network are required for such features of the network operation, as well as support for the virtualization procedures of network functions and new radio access technologies.

The main work associated with the standardization of fifth-generation 5G networks [1-4] suggests the possibility of creating a broadband mobile access eMBB (Extreme Mobile Broadband) based on new types of signal-code designs. Their use should increase the transmission rate up to 20Gbit/s network 5G and the spectral efficiency of up to 30 bit/s/Hz, as well as to achieve reduction of the delay time of packets. This will provide a wider range of IoT (Internet of Things) services and M2M machine-to-machine interaction, such as Video Surveillance, IoT-cameras, smart-M2M objects, Smart house, Smart parking IoT, Smart grids and, in the long term, holographic TV, virtual VR services and augmented AR realities. It is the choice of the type of signal that will be used at the radio interface 5G networks, depends on their further development and the possibility of operators to provide necessary services. Today, a number of signal-code constructions, each of which has significant features in implementation has been proposed by the world’s leading equipment manufacturers. At the same
time, the question of choosing a method and criteria for evaluating the effectiveness of each solution remains open. The considered tasks of technological development of the radio interface of 5G networks include the need to study the energy characteristics of signals in order to determine the optimal waveform. The obtained results will allow making an informed choice of an effective signal for various conditions of its use and implementation.

The works of the authors [5-13] are devoted to the study of various signal constructions, in which methods are proposed for studying the characteristics of signals in the time-frequency domain, which make it possible to use them for existing signals. One of the methods for studying the characteristics of the signals proposed in [5] is the use of cross-correlation and autocorrelation functions, which allow us to estimate the efficiency of spectrum use. In work [6], the use of various types of wavelet functions for estimating the frequency characteristics of signals was considered, but this approach is most appropriate for a group of complex signals. The work [7] is devoted to the study of the channel performance extremum, in which the extremum is in accordance with the error probability criterion. The authors used spline functions in works [8-18], that can significantly improve the interpolation accuracy, while simplifying the procedure for mathematical calculations. Today it is difficult or even impossible to specify such a class of problems where the spline-interpolation methods would not find practical application. These methods are effective in problems of optimization, interpolation, control, and many others. The main advantages of spline interpolation include:

1. splines are more stable with respect to local perturbations, that is, the behavior of a spline in the vicinity of a point does not affect the behavior of the spline as a whole, as, for example, this occurs with polynomial interpolation;
2. good convergence of spline interpolation in contrast to polynomial. In particular, for functions with irregular smoothness properties, it is advisable to use spline interpolation.

In addition to these properties, splines have useful extreme properties. For example, splines are solutions to minimization problems for functionals that estimate the smoothness of functions in the Hilbert norm and in the norm of the space of bounded functions, which greatly simplifies the solution of many practical problems.

A method of interpolation of the spectral characteristics of selective signals based on cubic splines was proposed by authors in works [8-10], that allows to synthesize new signal functions, the extreme properties of which improve the technical characteristics of network facilities. A comparative analysis of the possibility of using polynomial splines, B-splines and cubic splines for interpolation of signals was carried out in works [11-12] and the main advantages, methods and positions of interpolation are described in these works. However, the search for new methods of interpolation of spectral characteristics selective signal in the present conditions of the active technology is an urgent task. It is interesting to solve the problem of interpolation of the spectral density of the considered selective signals using another type of spline functions, for example, quadratic, which will reduce the computational aspect when finding the analytical form of the synthesized signal and its total energy. Earlier, when determining the extremal properties of selective signals based on quadratic splines, the authors used the criterion of the magnitude of the aperture of the eye diagram and the D-criterion of the change in the total energy of the selective signal [14].

In this work, it is required to find the extremum of the total energy of a selective signal constructed on the basis of quadratic splines using the differential calculus of functions of several variables. As a signal for the study of energy indicators, we use a selective signal with a finite spectrum that satisfies the first Nyquist criterion and is characterized by the absence of intersymbol interference [8-9]. It is known that the appearance of intersymbol interference is a consequence of distortions and fading in the radio interface, therefore its increase leads, first of all, to a reduction in noise immunity and losses. Minimizing the intersymbol interference due to implementation of a special type of signal structures allows to provide a certain level of quality characteristics, e.g., the probability of erroneous reception symbols. In addition, when implementing radio interface technologies in 5G mobile communication networks, it is rather important to solve the problem of using the frequency resource and reducing the level of mutual interference. Summarizing the above, it can be argued that the search for new methods of interpolation of the spectral characteristics of signals and the study of their extreme properties is an urgent task.

The purpose of this work is to study the dependence of the total energy of a selective signal on the parameters of a quadratic spline, which is used to interpolate the spectral density in the transition region to improve the signal quality characteristics.
2 Study of the complete energy of selective signal
2.1 Synthesis of selective signals using quadratic splines

Consider a selective signal with a finite spectrum whose signal function satisfies the first Nyquist criterion [4], if in the time domain it is equal to:

\[ g(kT) = \begin{cases} U & \text{for } k = 0, \\ 0 & \text{for } k = \pm 1, \pm 2, \ldots, \end{cases} \tag{1} \]

where \( T \) is the duration of the clock interval (symbol duration), \( U \) – value of the instantaneous value of the pulse at the moment of counting \( t = 0 \).

The main property of the selective signals follows directly from the expression Eq. (1) – the presence of equidistant zeros in the time domain, and hence the complete absence of intersymbol interference (ISI). Thus, the signals that satisfy the first Nyquist criterion take the value \( U \) at \( t = 0 \), and at equidistant points that follow at intervals of duration \( T \), take zero values. Such signals are also called selective or reference [8-9]. Their main property, which distinguishes them from the signals of other classes, is the absence of intersymbol interference.

For a more detailed study of the effect of the shape of the spectrum \( G(j\omega) \) on the behavior of the signal function \( g(t) \) in the intervals between equidistant zeros, we represent the spectral density in the form [2, 3]

\[ \left| G(j\omega) \right| = \begin{cases} UT, & |\omega| < \omega_c, \\ \frac{UT}{2}, & \omega_c \leq |\omega| < \omega_a, \\ 0, & \omega_a \leq |\omega| \end{cases} \tag{2} \]

where \( U = g(0) \), \( T \) is the duration of the clock interval, \( \omega_c = (1 - \alpha) \omega_0 \), \( \omega_a = (1 + \alpha) \omega_0 \), \( \omega_0 = \pi/T \); \( \alpha = (\omega_c - \omega_a)/\omega_c \) – the coefficient of the rounding of the spectrum, which determines the width of the transition region \( [\omega_a, \omega_c] \) \( \left( 0 \leq \alpha \leq 1 \right) \), \( \Delta \omega = \alpha \omega_c \) (Fig. 1). It is known that the properties of the selective signals, in particular, their behaviour in the gaps between the equidistant zeros are closely related to the shape of their spectral density Eq. (2). Therefore, we consider the features of these relationships and the effect of approximations of the signal function in this area.

According to [2, 3], the functions \( G_{\text{g}1}(\omega) \) and \( G_{\text{g}2}(\omega) \) are related by expression

\[ G_{\text{g}1}(\omega) = UT - G_{\text{g}2}(2\omega_a - \omega), \quad \omega_a \leq |\omega| \leq \omega_c \tag{3} \]

The analytical expression for the spectral density in the transition region \( [\omega_a, \omega_c] \) can be obtained by using the method of interpolation by quadratic spline [19-20]. Interpolating quadratic spline on \( [\omega_a, \omega_c] \), and then, using Eq. (3), it will be possible to restore the shape of the function \( G(j\omega) \) in the transition region.

As a result of interpolation of the spectral density by a quadratic spline [5], we obtain

\[ G_{\text{g}2}(\omega) = \frac{UT}{2} + \frac{\rho UT}{\Delta \omega} (\omega - \omega_c) - \frac{UT(1 + 2\rho)}{2(\Delta \omega)^2} (\omega - \omega_c)^2 \tag{4} \]

where \( \rho \) is found from relation

\[ G_{\text{g}2}'(\omega_c) = \frac{\rho UT}{\Delta \omega}. \]

The inverse Fourier transform of the spectral density Eq. (2), taking into account Eq. (3) and Eq. (4), makes it possible to obtain an analytical expression for the selective signal \( g(t) \). However, it is easier to use the expressions obtained in [9].

According to [5], the analytic expression of the selective signal \( g(t) \) has the form

\[ g(t) = 2UT \sin \omega_0 t \left[ \frac{1 + \rho}{\sin(\Delta \omega t)} - \frac{1 + 2\rho}{\cos(\Delta \omega t)} \right] \frac{(\Delta \omega t)^2}{r^2} \tag{5} \]

and the total energy of the signal \( g(t) \)

\[ E = \frac{4}{\pi} \frac{U^2 T}{4} \left[ 1 + \frac{2}{30} (2\rho^2 - 3\rho - 12) \right] \tag{6} \]

The greatest specificity that affects the time-frequency characteristics of the signal has a transition region, which represents a transition from a maximum value of the normalized spectral density of zero. The behaviour of a function in a given area affects intersymbol distortions, the redistribution of energy in the signal function, and other characteristics of the signals themselves. Therefore, the optimization of the spectral characteristics in the transition domain affects all the quality indicators of the signals and, ultimately, the characteristics of the quality of QoS.
2.2 Study on the total energy extremum selective signals that are based on quadratic splines

To study the extremum of the total energy of the selective signal from the parameters \( \alpha \) and \( \rho \), we determine the range of admissible values of the parameters \( \alpha \) and \( \rho \). The main characteristic of the transition region is its width, characterized by the parameter \( \alpha \), which is the coefficient of rounding the spectrum. The parameter \( \rho \) characterizes the shape of the spectrum in the transition region.

The parameter \( \alpha \) varies from 0 to 1, that is, \( 0 \leq \alpha \leq 1 \). It is necessary to find within what limits the parameter \( \rho \) varies. Taking into account that Eq. (2) is a nonnegative function, and taking into account odd symmetry with respect to point \( C \), we can write the inequality:

\[
0 \leq G_{\omega_\alpha}(\omega) \leq UT, \quad \omega_C \leq \omega \leq \omega_y, \quad (7)
\]

With increasing \( \rho \), the function \( G_{\omega_\alpha}(\omega) \) approaches the line \( UT \) at some frequency \( \rho = \rho_{\text{max}} \) and it touches this line at the frequency \( \omega = \omega_y \). To determine \( \rho_{\text{max}} \) and \( \omega_{\text{max}} \), we form two equations, the first of which has the form:

\[
0.5 + \frac{\rho}{\Delta \omega} \left( \omega_\mu - \omega_c \right) - \frac{1+2\rho}{2(\Delta \omega^2)} \left( \omega_\mu - \omega_c \right)^2 = 1. \quad (8)
\]

To obtain the second one, we equate the derivative of the function \( G_{\omega_\alpha}(\omega) \) of the form Eq. (4) to zero. We have

\[
\frac{\rho UT}{\Delta \omega} - \frac{1+2\rho}{(\Delta \omega^2)} \left( \omega_\mu - \omega_c \right) = 0. \quad (9)
\]

Consider Eq. (9). We introduce a new variable \( x = \omega_\mu - \omega_c \), then

\[
x = \frac{\rho}{\Delta \omega} \left( \frac{\Delta \omega}{1+2\rho} \right), \quad (10)
\]

To find \( \rho_{\text{max}} \), we substitute Eq. (10) into Eq. (8), we obtain

\[
0.5 + \frac{\rho}{\Delta \omega} x - \frac{1+2\rho}{2(\Delta \omega)} x^2 = 1. \quad (11)
\]

When solving the quadratic Eq. (11), we have

\[
\rho_1 = 1+\sqrt{2} \approx 2.414, \quad \rho_2 = 1-\sqrt{2} \approx -0.414.
\]

Studies show that when \( \rho_1 = 1+\sqrt{2} \approx 2.414 \)

\( G_{\omega_\alpha}(\omega) \) reaches a maximum at \( \left[ \omega_c; \omega_y \right] \), and for \( \rho_2 = 1-\sqrt{2} \approx -0.414 \) the extremum of the function \( G_{\omega_\alpha}(\omega) \) is outside the interval \( \left[ \omega_c; \omega_y \right] \). In this way

\[
\rho_{\text{max}} = 1+\sqrt{2} \approx 2.414.
\]

Define \( \omega_M \) for \( \rho_{\text{max}} \approx 2.414 \) from the relation

\[
x = \omega_M - \omega_c = \frac{\rho_{\text{max}} \Delta \omega}{1+2\rho} \quad \text{or} \quad \omega_M = \frac{\rho_{\text{max}} \Delta \omega}{1+2\rho} + \omega_c.
\]

Let us find the minimum allowable value of the parameter \( \rho \). At \( \rho = \rho_{\text{min}} \), the curve function \( G_{\omega_\alpha}(\omega) \) becomes a parabola that touches the \( \omega \) axis at point \( B \) with coordinates \( ((1+\alpha)\omega_C,0) \). We make the change of variable \( x = \omega_M / \omega_C \). Taking into account that \( \Delta \omega = \alpha \omega_C \), we investigate the roots of the following quadratic equation:

\[
\frac{1+2\rho}{2(\Delta \omega^2)} \left( \omega_M - \omega_c \right)^2 + \frac{\rho}{\Delta \omega} \left( \omega_M - \omega_c \right) + 0.5 = 0,
\]

\[
\frac{1+2\rho}{2\alpha^2} (x-1)^2 - \frac{\rho}{\alpha} (x-1) - 0.5 = 0,
\]

\[
(1+2\rho) x^2 + (x-2-4\rho-2\alpha \rho) + 1+2\rho + 2\alpha \rho - \alpha^2 = 0. \quad (12)
\]

Rewrite Eq. (12) in the form

\[
a x^2 + bx + c = 0, \quad (13)
\]

where

\[
a = 1+2\rho, \quad b = -2-4\rho-2\alpha \rho, \quad c = 1+2\rho + 2\alpha \rho - \alpha^2.
\]

Represent Eq. (13) in the form

\[
a(x-\nu)^2 = 0 \quad (14)
\]

or

\[
a x^2 - 2\alpha v a + \alpha v^2 = 0.
\]

Equating the coefficients of the same powers in Eq. (13) and Eq. (14), we obtain the system of equations

\[
\begin{cases}
 b = -2\alpha v, \\
 c = \alpha v^2.
\end{cases} \quad (15)
\]

It follows directly from Eq. (15)

\[
\nu = -\frac{b}{2a} = \frac{2\rho + 1 + \alpha \rho}{1+2\rho}.
\]

Then Eq. (14) can be rewritten

\[
(1+2\rho) \left[ x - \left( 1+ \frac{\alpha \rho}{1+2\rho} \right) \right]^2 = 0.
\]

A parabola \( y = -(1+2\rho) \left[ x - (1+ \frac{\alpha \rho}{1+2\rho}) \right]^2 \) will have a root of multiplicity 2 at the point \( x_B = 1+\alpha \) if the equality \( \frac{\alpha \rho}{1+2\rho} = 1 \) holds. Hence \( \rho_{\text{min}} = -1 \). Thus, the range of admissible values of \( D \) parameters \( \alpha \) and \( \rho \) has the form of a rectangle (Fig. 2):

\[
D = \left\{ (\alpha, \rho) : 0 \leq \alpha \leq 1, -1 \leq \rho \leq 1+\sqrt{2} \right\}.
\]

Let us study the dependence of the total energy of the selective signal on its parameters in the domain \( D \).
And find the largest and smallest values that are achieved in this area.

To do this, consider the function

$$f(\alpha, \rho) = E_u(\alpha, \rho)/U^2T.$$  
(16)

We have

$$f(\alpha, \rho) = 1 + \frac{\alpha}{30}(2\rho^2 - 3\rho - 12).$$  
(17)

To determine the extremum points of the function $f(\alpha, \rho)$, we find its partial derivatives

$$f'_{\alpha}(\alpha, \rho) = \frac{1}{30}(4\rho^2 - 3\rho - 12), \quad f'_{\rho}(\alpha, \rho) = \frac{\alpha}{30}(4\rho - 3),$$

that exist everywhere in the domain $D$.

Taking advantage of the necessary conditions for an extremum function of two variables [6], we find the stationary points by solving the system of equations

$$\begin{cases}
\alpha = 0, \rho_1 = \frac{3 + \sqrt{105}}{4} \approx 3.312, \rho_2 = \frac{3 - \sqrt{105}}{4} \approx -1.812, \rho = \frac{3}{4}, \\
\frac{1}{30}(2\rho^2 - 3\rho - 12) = 0, \quad 2\rho^2 - 3\rho - 12 = 0, \\
\frac{\alpha}{30}(4\rho - 3) = 0.
\end{cases}$$

that does not correspond to the region of admissible values of the parameter $\rho$. Consequently, there are no extremum points in $D$. We find the smallest and largest value of the function $f(\alpha, \rho)$ on the boundary of the domain $D$ (Fig. 1).

If function Eq. (7) is differentiable in a restricted closed domain, then it reaches its maximum or minimum value either at a stationary point (this is the point at which the derivative vanishes or does not exist) or at the boundary point of the region. In this case, the function is the function under study Eq. (17), and the region is the domain $D$ (Fig. 2).

In solving this problem, stationary points were found and studies were conducted at stationary points and it was shown that stationary points are not included in the considered domain $D$. We conclude that in the domain $D$ there are no extremum points, therefore it remains to find the largest and smallest value of the function on the boundary of the domain $D$. This is a rectangle

$$D = \{(\alpha, \rho): 0 \leq \alpha \leq 1, -1 \leq \rho \leq 1 + \sqrt{2}\}.$$

That is, it is necessary to investigate the function $f(\alpha, \rho)$ at the boundary of the domain $D$ in the section $M_1M_2$, Eq. (18), in the section $M_3M_4$, Eq. (20), in the section $M_1M_4$, Eq. (22) and in the section $M_3M_4$, Eq. (22).

In the section $M_1M_2$, (Fig. 2), we have $\alpha = 0$, $\rho = \rho_{\text{min}}$, $\rho_{\text{max}}$. Then the function Eq. (17) takes the form

$$f(\alpha, \rho) = f(0) = 1.$$  
(18)

On the section $M_3M_4$, we have $\rho = -1, \alpha \in [0, 1]$. In this case Eq. (17) takes the form

$$f(\alpha, \rho) = 1 - \frac{7\alpha}{30}.$$  
(19)

By calculating $f'_{\rho} = -\frac{7}{30},$ we have $f'_{\rho} < 0$ for $\alpha \in [0, 1]$. Therefore, $f(\alpha)$ is a monotonically decreasing function and the smallest value on the segment $[0, 1]$ takes for $\alpha = 1$ and is equal to $f(1) = \frac{23}{30} \approx 0.77$; the largest is for $\alpha = 0$ and is equal to $f(0) = 1$. In this way,

$$f_{\text{min}}(\alpha) = f(0) = 1, \quad f_{\text{max}}(\alpha) = f(1) = \frac{23}{30}.$$  
(20)

On the section $M_1M_4$, we have $\alpha = 1$, $\rho \in [\rho_{\text{min}}; \rho_{\text{max}}]$. Then the function Eq. (17) takes the form

$$f(\alpha, \rho) = f(1) = 1 + \frac{1}{30}(2\rho^2 - 3\rho - 12).$$  
(21)

Calculating $f'_{\rho} = \frac{1}{15}(4\rho - 3)$, we obtain $f'_{\rho} = 0$ for $\rho = \frac{3}{4}$. As $f''_{\rho} = \frac{4}{15} > 0$, then $\rho = \frac{3}{4}$ the minimum point for the function Eq. (21). Consequently, the smallest value of the function Eq. (17) on the segment $M_3M_4$ takes at the point $M_5\left(1;\frac{3}{4}\right)$ and is equal to

$$f\left(1;\frac{3}{4}\right) = \frac{9}{16} \approx 0.5625.$$  
(22)
On the section $M_1M_4$ we have $\alpha \in [0,1]$ and $\rho = \rho_{\text{max}} = 1 + \sqrt{2}$. The function Eq. (17) is represented in the form

$$f(\alpha, \rho) = f(\alpha, \rho_{\text{max}}) = f(\alpha) = 1 + (-9 + \sqrt{2}) \frac{\alpha}{30}. \quad (23)$$

Calculating the derivative of a function $f(\alpha)$ of the form Eq. (23), we obtain

$$f'_{\alpha} = -\frac{9 + \sqrt{2}}{30} < 0.$$ 

Consequently, at $\alpha \in [0,1]$ a function $f(\alpha)$ decreases monotonically and reaches its maximum value at $\alpha = 0$. It is equal to 1. The smallest value is achieved when $\alpha = 1$. It is approximately equal to 0.747. In this way

$$f_{\text{max}}(\alpha) = f(0) = 1, \quad f_{\text{min}}(\alpha) = f(1) = \frac{21 + \sqrt{2}}{30} \approx 0.747. \quad (24)$$

Comparing the values of Eq. (18), Eq. (20), Eq. (22), Eq. (24), we conclude that the largest value of a function of the form Eq. (17) is attained on the section $M_1M_2$, it is equal to 1.

The smallest value of the function Eq. (17) is attained at the section $M_3M_4$ takes at the point $M_4(1, \frac{1}{2})$ and equals $\frac{1}{\sqrt{2}}$.

The form of the function $f(\alpha, \rho)$ is shown in Fig. 3 by the normalized magnitude of the total energy of the selective signal in three-dimensional space.

3 Conclusion

1. The obtained relations make it possible to calculate the energy indicators of the telecommunication system at the design stage and determine the optimal waveform in accordance with the chosen criterion.

2. Synthesized selective signals based on quadratic functions have the same properties as synthesized signals based on cubic splines. However, the calculation process of finding the synthesized signal constructed using quadratic splines less than the synthesis of selective signals on the basis of cubic splines.

3. When designing advanced radio access networks is possible, the proposed method is used to synthesize new signal functions, the extreme properties of which will improve the technical characteristics of the radio link facilities.
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