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Abstract

The abnormal growth of skin cells leads to skin cancer which occurs due to the unrepaired DNA impairment to the skin cells. Worldwide 

every year more than 1.23 lakhs of skin cancers are diagnosed, out of which Melanoma is the deadliest one. The aim of this research 

work is Recognition of Melanoma and skin lesion classification from the Dermoscopic images. Feature extraction of Dermoscopic 

images can be done by Shape, Color and Texture features. Texture features comprises of Gray Level Co-occurrence Matrix (GLCM) 

and statistical texture features calculated from the coefficients of the Multiresolution transforms such as Discrete Wavelet Transform 

(DWT), Curvelet, Tetrolet, and Spectral Graph Wavelet Transform (SGWT). The novelty in this work is using SGWT for extraction of texture 

features. The superiority of SGWT over conventional wavelet transform is its ability to work on irregular shaped images. Weighted 

graphs are the base for the SGWT which can be obtained in the form of meshes for irregular shapes. In the present work, skin lesions 

are obtained from the International Skin Imaging Collaboration (ISIC) 2016 archive. The features obtained from the Dermoscopic 

images are classified using Naïve Baye's, K-Nearest Neighbor (KNN) and Support Vector Machine (SVM) classifiers. The  proposed 

method using Shape, Color and Texture based features for Melanoma Recognition with SGWT results in an Area Under the Curve 

(AUC) of 0.951 with Accuracy of 96.79 %, Sensitivity of 88 % and Specificity of 98.26 %. Further, the AUC of skin lesion classification such 

as Melanoma vs Nevus, Seborrheic Keratosis vs Squamous Cell Carcinoma, Melanoma vs Seborrheic Keratosis, Melanoma vs Basal Cell 

Carcinoma and Nevus vs Basal Cell Carcinoma using SGWT is 0.895, 0.945, 0.9645, 0.945 and 0.98 respectively.
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1 Introduction
Skin Cancer is the leading cancer in the present era due 
to excessive exposure to sun, precancerous skin lesions, 
poor immunity, etc. Skin cancer are of various types 
like Actinic Keratosis, Basal Cell Carcinoma (BCC), 
Melanoma, Nevus, Squamous Cell Carcinoma (SCC), 
Seborrheic Keratosis (SK). Melanoma originates from the 
pigment-producing melanocytes that occurs rarely but is 
more dangerous. Every year more than 10000 people are 
dying due to Melanoma cancer [1]. Even though the naked 
eye can detect the skin lesions, starting stage Melanomas 
are hard to differentiate from benign with identi-
cal appearance leading to missed Melanomas although 
repeated skin biopsies are done.

Nowadays automated systems are playing an import-
ant role in diagnosing and evaluating the medical images 
especially, skin lesions. Computer aided diagnostic system 
is the main source to detect the skin cancer in the initial 
stages which leads to early treatment process. The input 
for any CAD system is an image which can be acquired 
using different medical imaging techniques.

The clinical examination of the skin lesion using 
naked eye assess the morphological features such as size, 
shape, color, contour and surface topology. This informa-
tion is obtained only from the superficial layer of the skin. 
Hence, different non-invasive methods are to be used 
to acquire the skin lesions. The non-invasive method of 
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diagnosing skin cancer involves acquisition of skin lesions 
using Microscopy, Electrical Impedance Spectroscopy (EIS), 
Optical Coherence Tomography (OCT) and Dermoscopy. 
Microscopic images are acquired using standard cameras or 
mobile phones whereas Dermoscopic images are acquired 
using a magnificent device with gel/oil interface or utilizing 
cross polarized light filters.

The standard process to acquire the data from skin is 
using Dermoscope which is a hand held device that con-
tains a light source and a magnification lens. It is classi-
fied into Non Polarized Dermoscopy (NPD) and Polarized 
Dermoscopy (PD). Non Polarized Dermoscopy requires 
the glass plate to be in the direct contact with the skin 
surface using different kinds of immersion liquids like 
alcohol gel, water or mineral oil. NPD can visualize only 
the structures located in the epidermis and dermal-epider-
mal junction, but it fails to visualize the structures deeper 
than the dermal-epidermal junction.

Polarized Dermoscopy uses two polarized filters 
to attain cross polarization to avoid the direct contact 
with the skin and there is no need to use of immersion 
liquids. Polarized Dermoscopy allows better visualization 
structure of deeper skin layers. Dermoscopy images are 
used for the present work because visualization of addi-
tional color and pattern properties of the skin lesions can 
be obtained which increases the diagnosis accuracy [2].

2 Related works
Albahar [3] have proposed a convolution neural network 
with novel regulizer for skin lesion classification achieving 
an AUC of 0.77, 0.93, 0.85, and 0.86 for Melanoma versus 
Nevus, Basal Cell Carcinoma versus Seborrheic Keratosis, 
Melanoma versus Seborrheic Keratosis, Melanoma versus 
Solar Lentigo respectively.

Zhang et al. [4], have proposed automatic skin lesion 
classification with skin lesions from ISIC skin 2017 data-
set using attention residual learning Convolution Neural 
Network model achieving an AUC of 91.7. The trained 
model has taken only 0.2 seconds to classify a test image.

Mahbod et al. [5], proposed a fully automated system 
for skin lesion classification which involves an ensemble 
method for Convolution Neural Network (CNN) yielding 
an AUC of 87.3 %.

Barata et al. [6] have reviewed the different blocks in a 
CAD system. The most important block being the fea-
ture extraction that plays an important role in skin lesion 
classification. Feature extraction can be done by hand 

crafted, dictionary based, deep learning and clinically 
inspired features. Hand crafted features are shape, color 
and visual texture features.

Yu et al. [7], proposed hybrid classification of 
Dermoscopic images using Deep Convolution Neural 
Network, Fisher vector and SVM achieving an AUC of 
79.57 %.

Codella et al. [8], proposed Melanoma Recognition 
in Dermoscopic images by combining hand crafted fea-
tures such as color histogram, edge histogram, MSLBP, 
dictionary based features obtained using sparse coding 
and CNN achieving an AUC of 83.8 %.

Oliveira et al. [9], performed diagnosis of skin lesions 
using features such as color variation, texture analysis and 
shape properties. The texture features are based on frac-
tal dimension analysis, DWT and Co-occurrence matrix. 
The evaluation of the proposed features is done by using 
different classifiers. Out of these OPF achieved 92.3 % 
maximum accuracy, 87.5 % sensitivity and 97.1 % spec-
ificity with entire set of features.

Papanastasiou [10] proposed deep learning model 
designed from scratch as well as the pertained models 
Inception v3 and VGG-16 are used for Melanoma detection 
achieving an accuracy of 91.4 % and 86.3 % respectively.

Yu et al. [11], proposed automated Melanoma recogni-
tion using a fully convolution residual network for skin 
lesion segmentation. The proposed FCRN is integrated 
with a very deep residual network that enables the classi-
fication achieving an AUC of 0.826, 0.801 and 0.783 using 
VGG-16, Google Net and DRN-50 networks.

Vasconcelos and Vasconcelos [12] investigated that 
a deep learning convolution neural network based classifier 
can be used to deal with small and unbalanced data from 
ISBI 2016 achieving an accuracy of 82.5 %.

In this work, Melanoma recognition and skin lesions 
classification is done using Dermoscopic images 
by shape, color and texture features [13]. Texture fea-
tures are obtained from both GLCM and the coefficients 
of the Multiresolution transforms such as Curvelet [14], 
Tetrolet [15], DWT [16] and SGWT [17]. The extracted 
shape, color and texture features are classified using Naïve 
Bayes [18], KNN [19] and SVM [20] classifiers. Section 3 
gives the proposed work in which an overview of SGWT 
is given along with the methodology. Section 4 presents 
the experimental results obtained for Melanoma recogni-
tion and skin lesion classification. Section 5 gives conclu-
sions and forthcoming work.
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3 Proposed work
3.1 Spectral Graph Wavelet Transform
A classical wavelet can be constructed by transforming 
and increasing or decreasing the range of single mother 
wavelet. By using these transformed and scaled waveforms 
the transform coefficients will be accustomed by the inner 
products of the input functionality. Further extension of 
this type of approach to arbitrary weighted graph causes 
some problems because for an irregular graph scaling and 
translation cannot be defined clearly. One way of deal-
ing this kind of problem is by employing a spectral graph 
domain, by considering the basis into account which con-
sists of Eigen functions of the Laplacian graph.

The SGWT proposed by Hammond et al. [17] is gener-
ated by wavelet operators that are valued operator func-
tions of the Laplacian. The low frequency content of 
a function can be encoded using a second class of wave-
forms in SGWT [21].

A weighted graph G = {E, V, w} consists of set of edges E, 
vertices V taking in to consideration only finite graphs 
|V| = N < ∞, and weight function w: E → R+ that allots to each 
edge a positive weight. For a weighted graph G, the adja-
cency matrix A is the N × N matrix with entries am,n where

a
w e e E m n

m n, =




( ) ∈if connects vertices and

otherwise.0
 (1)

Every vertex has a degree d(m) for a weighted graph 
given by summation of weights of all the edges incident 
to it given by d m am nn

( ) =∑ , . The matrix D is defined 
to have diagonal elements equal to the degrees, and zeros 
elsewhere. The vertices of the graph have functions that 
are defined by f RN∈  and f(m) for the values on the ver-
tex. The non-normalized Laplacian is defined by the spec-
tral graph domain as

£ = −D A.  (2)

For any f RN∈ , £ satisfies

£ f m a f m f nm n
m n

( )( ) = ( ) − ( )( )⋅∑ ,

~

.  (3)

The summation upon m ~ n denotes addition of every ver-
tices n which are joined to the vertex m, and am,n represents 
the weight of the edge joining m and n.

The Laplacian operator in one dimension forms 
the Eigen functions that are complex exponential 
in the Fourier Transform. The inverse Fourier trans-
form is the extension of f in terms of Eigen functions of 
the Laplacian operator given by

f x f e di x( ) = ( )∫
1
2π

ω ωω .ˆ  (4)

A complex set of orthonormal Eigen vectors are con-
tained in the graph Laplacian £ that is a real symmetric 
matrix. The Eigen vectors given by xl for 1 = 0,……,N−1 
with correlated Eigen values λl which are real

£χ χλl ll
= .  (5)

The Graph Fourier transform f̂  for the vertices on G 
for any function f RN∈  is given by

f l f n f nl l
n

N
( ) = = ( ) ( )∗

=
∑χ χ, .
1

ˆ  (6)

The inverse transform is given by

f n n f ll
l

N
( ) = ( ) ( )

=

−

∑χ
0

1

.ˆ  (7)

The kernel function g: R+ → R+ which behaves as band 
pass filter is chosen as base for the spectral graph wave-
let and need to satisfy the specifications g(0) = 0 and 
lim
x
g x

→∞
( ) = 0 . For the spectral graph wavelet kernel g,  

the wavelet operator Tg = g(£) acts on a given function f 
by modulating each Fourier mode as

T f l g f lg l
� ( ) = ( ) ( )λ .ˆ  (8)

The Inverse Fourier transform is given by

T f m g f l mg l l
l

N

( )( ) = ( ) ( ) ( )
=

−

∑ λ χ
0

1

.ˆ  (9)

The operator of the wavelet at scale t can be indicated 
by T g tLg

t = ( ) . Applying impulse on single vertex by local-
izing Tg

t  yields spectral graph wavelets

ψ δt n g
t
nT

,
.=  (10)

The graph domain can be elaborated by

ψ λ χ χt n l l l
l

N

m g t mn
,

.( ) = ( ) ( )( )∗

=

−

∑
0

1

 (11)

The wavelets ψt,n(m) relies on the value of g( tλl ) only 
for λl in the spectrum of £ which results in selection of 
scales require the knowledge of spectrum. For a function f, 
the wavelet coefficients are given by calculating the inner 
product with these wavelets, as

W t n ff t n, , .
,

( ) =ψ  (12)

The wavelet operators are used to obtain wavelet coeffi-
cients directly using the orthogonality of { χl } by

W t n T f n g t f l nf g
t

l l
l

N

, .( ) = ( )( ) = ( ) ( ) ( )
=

−

∑ λ χ
0

1
ˆ  (13)

The low frequency of f defined on the vertices can 
be efficiently represented by low pass residual scaling 
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function which is determined by h: R+ → R+ which acts 
as a low pass filter and satisfies the condition h(0) > 0 and 
h(x) → 0 as x → ∞. The scaling functions are given by 

D T h Ln h n n= = ( )δ δ .  (14)

The scaling coefficients are given by

S n D ff n
( ) = , .  (15)

Spectral graph wavelets can be localized in both fre-
quency and time similar to the conventional wavelets 
by approximating g(tL) by a lower order polynomial in L 
as t → 0 which is made possible using Taylor polynomial 
of g at the origin.

3.2 Methodology
The present work aims at Recognition of Melanoma and 
classification of skin Lesions in Dermoscopic images. 
Skin lesions needs to be pre-processed to remove acqui-
sition artifacts such as  rulers, ink marks, reflections, air 
bubbles and cutaneous artifacts such as skin lines, blood 
vessels and thin lines by using a weighted average filter. 
Region growing technique is applied on the preprocessed 
skin lesions for acquiring the segmented images that are 
subjected to extraction of features such as Shape, Color 
and Texture (GLCM & Multiresolution).

The various Multiresolution approaches used in this 
work are DWT, Curvelet, Tetrolet and SGWT. In this work 
SGWT plays an important role in extraction of features that 
improves the accuracy of Melanoma recognition and clas-
sifying skin lesions in Dermoscopic images. Classification 
can be done using different classifiers. The complete 
Methodology for this process is depicted in Fig. 1.

3.2.1 Dataset
The dataset for this work is taken from International Skin 
Imaging Collaboration (ISIC) archive ISBI challenge 
2016 [22]. The data set provides Meta data such as clinical 
information, dimensions of the image, diagnosis, local-
ization. The data set consists of 379 test images and 900 
training images which are of different sizes ranging from 
4288 × 2848 to 722 × 542 which are used for Melanoma 
recognition. Further the dataset also consists of differ-
ent skin lesions such as 586 Basal Cell Carcinoma, 2169 
Melanoma, 18566 Nevus, 419 Seborrheic Keratosis, and 
226 Squamous Cell Carcinoma which are used for skin 
lesion classification. The skin lesions obtained from the 
dataset are shown in Fig. 2.

Fig. 1 Methodology for Melanoma recognition

Fig. 2 ISIC Archive Data Set 2016 [22]
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3.2.2 Segmentation
The raw images are pre-processed and segmentation of 
the required tumor part is done by using region growing 
technique, in which a seed point is selected initially and 
from this point regions are grown by appending to the 
seed, those neighboring pixels that have properties similar 
to the seed. The segmented images are shown in the Fig. 3.

3.2.3 Feature extraction
Any characteristic of an image that helps to distinguish 
or discriminate an image from other images is called 
an image feature that is a function of quantified measure-
ments and are required for image recognition. In this work, 
Shape, Color and Texture features are extracted from the 
different Dermoscopic images. The shape features include 
Area, Perimeter, Form Factor, Major Axis Length and 
Mass Deficient Coefficient (MDC) that are obtained from 
the shapes of skin lesion. Fig. 4 depicts the extraction of 
shape from skin lesions.

The values of Mean, Standard Deviation, Kurtosis and 
Skewness are calculated from each channel (RGB) of 
the color histogram and coefficients of the Multiresolution 
transform.

The texture features obtained from the GLCM such as 
Autocorrelation, Contrast, Correlation, Dissimilarity, 
Energy, Entropy, Homogeneity, Variance and Normalized 
Inverse Difference Moment are extracted for different 
skin lesion are shown in Table 1.

The Texture features calculated from the coefficients 
of different transforms for Melanoma, is show in Table 2. 
Shape features obtained for different skin lesions are 
shown in Table 3.

The texture features calculated from the coefficients 
of the Multiresolution transforms is a technique of sort-
ing and processing the image in multiple resolutions using 
DWT, Curvelet, Tetrolet and SGWT.

The decomposition of a Dermoscopic image to get 
the wavelet coefficients at different scales by using SGWT 
is depicted in Fig. 5. The wavelet coefficients at scale 2 
are considered in the present work since at other levels 
the Dermoscopic image losses most of the details.

3.2.4 Classification
Classification is a supervised learning method which 
involves training and testing phase. The classifier algo-
rithm is feeded with a large set of known data in the 
training phase. The second phase is called testing phase 
where the constructed model is tested and evaluated 
with unknown test data. The classification task is descrip-
tive as well as predictive. In this work Naive Bayes, KNN 
and SVM classifiers are used for classifying the features 
extracted from the Dermoscopic images.

The features obtained are used for Melanoma rec-
ognition and different skin lesion classification in the 
Dermoscopic images. Classification of skin lesion includes 
Melanoma vs Nevus, Melanoma vs Basal Cell Carcinoma, 
Melanoma vs Seborrheic Keratosis, Squamous Cell 
Carcinoma vs Seborrheic Keratosis and Nevus vs Basal 
Cell Carcinoma.

The feature vector comprising of Shape, Color and 
Texture features need to be standardized using Z-Score 
since the feature set has a mixture of positive and neg-
ative values. These features are given as an input to 
the classifier.

4 Experimental results
The classification accuracy using shape, color and texture 
features calculated from various transform techniques 
are shown in Table 4 which are evaluated using Naïve 
Bayes, KNN and SVM classifiers. The performance of Fig. 3 Segmentation of Dermoscopic images

Fig. 4 Extraction of shape from segmented skin lesion
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the classification is evaluated using Accuracy, Sensitivity 
and Specificity that are based on the outcomes of the clas-
sifiers according to predicted class and known class. 
The training and testing skin lesions are divided in the 
ratio of 80–20. The Naive Bayes classifier greatly sim-
plify learning by assuming that features are independent 
of given class. This classifier is best suited for two class 
data and competes with the most sophisticated classifi-
ers. The classification accuracy using SGWT is 90.1163 % 
with Naïve Bayes Classifier.

SVM classifies the data by a hyperplane, which divides 
all the data points of one class from the other class. Different 
kernels of SVM are used for Melanoma recognition from 

Dermoscopic images. The accuracy obtained using linear 
kernel of SVM with features of SGWT is 95.9535 % which 
is highest compared with the other kernels of the SVM.

The polynomial and RBF kernel of the SVM are also 
used for classification which results in lower accuracy 
compared to linear and quadratic kernel. The KNN clas-
sifier is a non-parametric method used for classification 
which makes a clear distinction between the different 
features given as input achieving maximum accuracy of 
96.7912 % with SGWT features.

The sensitivity and specificity values calculated 
from the confusion matrix for different transform tech-
niques are as shown in Table 5. The superiority of 

Table 1 GLCM features obtained for different skin lesion

Feature Basal Cell Carcinoma
ISIC_0031442

Melanoma
ISIC_0000013

Nevus
ISIC_000003

Seborrheic Keratosis
ISIC_0001104

Squamous Cell Carcinoma
ISIC_0024418

Autocorrelation 25.37605 21.85659 24.12864 25.3821 22.54573

Contrast 0.38571 0.310915 0.369363 0.308004 0.261803

Correlation 0.979844 0.984737 0.98056 0.985034 0.987857

Dissimilarity 0.107989 0.078171 0.101754 0.075843 0.057828

Energy 0.313244 0.399349 0.312298 0.354136 0.501158

Entropy 1.554115 1.233506 1.597997 1.376708 0.913551

Homogeneity 0.966896 0.976595 0.96762 0.978048 0.985277

Variance 25.44414 21.90483 24.19329 25.41433 22.56909

Normalized Inverse 
Difference Moment 0.995607 0.996746 0.99601 0.996744 0.99726

Table 2 Texture features obtained for Melanoma skin lesions using DWT, Curvelet, Tetrolet and SGWT

Melanoma

Skin Lesion Transform Mean Standard 
Deviation Smoothness Index Skewness Kurtosis

ISIC_0000013

DWT 0.713026 0.903313 0.449331 0.664454 1.528824

CURVELET 0.356411 0.453667 0.170685 0.663176 1.521723

TETROLET 1.426051 1.799227 0.763996 0.66345 1.531953

SGWT 0.25338 0.051218 0.002616 2.900938 11.49155

ISIC_0000145

DWT 0.853843 0.899883 0.44745 0.367269 1.30928

CURVELET 0.426959 0.451762 0.169497 0.369623 1.305742

TETROLET 1.707686 1.792924 0.762728 0.375074 1.318716

SGWT 0.025782 0.049738 0.002468 2.969308 12.07572

Table 3 Shape features obtained for different skin lesions

Shape Feature
Basal Cell Carcinoma Melanoma Nevus Seborrheic Keratosis Squamous Cell 

Carcinoma

ISIC_0031442 ISIC_0000013 ISIC_0000003 ISIC_0001104 ISIC_0024418

Area 147203 123891 141693 139295 97705

Perimeter 7445 6152 6802 7549 5422

Form Factor 0.0334 0.0411 0.0385 0.0307 0.0418

Major Axis Length 610.8980 636.3517 602.2949 643.6141 718.5958

Minor Axis Length 583.0283 607.9734 598.2974 590.4244 680.4115
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the SGWT is due to the connectivity data which is embed-
ded in the edge weights of the skin lesions and does not 
rely on any other features of vertices of the skin lesions.

Table 6 emphasizes the importance of different fea-
tures in achieving the classification accuracy. The accu-
racy obtained using the combination of different features 
depicts that the use of shape, color and texture features 
results in better accuracy compared to combination of any 
other features. The texture features include features cal-
culated from GLCM and coefficients of SGWT that plays 
a significant role in obtaining better accuracy.

The graph of Area Under the Curve (AUC) using 
Multiresolution transforms for Melanoma Recognition is 

shown in Fig. 6. The AUC using DWT is less since it can 
resolve one dimensional singularity in horizontal and ver-
tical directions only. The objects that exhibit curve-punc-
tuated smoothness are represented by Curvelet transform. 
Hence, a Curvelet cannot capture the local variations in the 
skin lesions as a result AUC is less compared to Tetrolet and 
SGWT. The AUC using Tetrolet is less compared to SGWT 
since it fails to extract the information at the edges of the skin 
lesions because of the basic shapes of Tetriminoes. The AUC 
using SGWT is highest compared to the other transforms.

In this work skin lesion classification can also be done 
with Multiresolution transforms using KNN classifier since 
its performance is superior to that of Naïve Bayes and SVM 

Fig. 5 Decomposition of Dermoscopic image ISIC_0000002 using SGWT

Table 4 Accuracy obtained for Melanoma recognition using different classifiers

Transform
Accuracy

Naive Bayes SVM_Linear SVM_RBF SVM_Poly SVM_Quad KNN

DWT 88.116 % 94.4186 % 88.3721 % 90.1628 % 93.023 % 93.5176 %

CURVELET 84.1628 % 94.8837 % 88.3721 % 91.023 % 93.421 % 94.1324 %

TETROLET 89.534 % 94.8837 % 88.6734 % 89.3023 % 93.488 % 95.8116 %

SGWT 90.1163 % 95.9535 % 88.8372 % 92.8851 % 94.093 % 96.7912 %

Table 5 Sensitivity and specificity values obtained by DWT, Curvelet, 
Tetrolet and SGWT using KNN classifier for Melanoma recognition

Transform Sensitivity (%) Specificity (%)

DWT 85 95

Curvelet 86 96

Tetrolet 86 97

SGWT 88 98.26

Table 6 Classification performance using different features 
for Melanoma recognition from Dermoscopic images.

Transform Accuracy (%)

Shape + Color 92.2621

Texture + Color 94.231

Shape + Texture 95.1163

Texture + Color + Shape 96.7912
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for two class data. The classification of Melanoma vs Nevus, 
Seborrheic Keratosis (SK) vs Squamous Cell Carcinoma 
(SCC), Melanoma vs Seborrheic Keratosis (SK), Melanoma 
vs Basal Cell Carcinoma (BCC) and Nevus vs Basal 
Cell Carcinoma (BCC) is done to distinguish Melanoma 
from other types of skin lesions. The features extracted 
from these different lesions are given as input to KNN clas-
sifier. The AUC for classifying different skin lesions using 
different Multiresolution transforms is shown in Table 7 
and the accuracy graph for different skin lesions is shown 
in Fig. 7 which depicts that SGWT has outperformed other 
transforms. Also the Sensitivity and Specificity values 
for classifying skin lesions using different Multiresolution 
transforms along with their values are shown in Figs. 8 and 9.

The sensitivity of Curvelet is highest 0.8482 compared 
to the SGWT, but the specificity value of SGWT dominates 
that of Curvelet along with the accuracy which is 89.5 %. 
The variations in the values of specificity, sensitivity and 
accuracy achieved using different transforms is less, depict-
ing that Multiresolution transforms can resolve singularities 
along edges and boundaries of irregular shaped skin lesions.

The classification of Seborrheic Keratosis (SK) vs 
Squamous Cell Carcinoma (SCC) is the need of the hour 
as SCC arises within Seborrheic Keratosis. Different trans-
forms are used to distinguish between the two skin lesions 

with Tetrolet transform having higher Sensitivity than 
SGWT which achieved better specificity and Accuracy 
rather than the other transforms.

Melanoma and Seborrheic Keratosis skin lesions were 
classified using different transforms with SGWT result-
ing in high Specificity and Sensitivity values rather than 
the other transforms since the base function defined 
over the irregular topology of the skin lesion provides 
a good representation for the related shape from which 
features can be extracted.

The skin lesions Melanoma and Basal Cell Carcinoma 
are both malignant in which Melanoma is a malignant 
disease which grows aggressively and spreads to other 
parts of the body unlike the Basal Cell Carcinoma which 
doesn't spread to other parts of the body. Classification of 
these lesions using Tetrolet transform yields better sen-
sitivity while SGWT performance is superior in terms 
of Specificity and Accuracy. Finally, the classification of 
Nevus from Basal Cell Carcinoma with SGWT yields 
an Accuracy of 98 % which is higher compared to the 
accuracies obtained using other transforms. The AUC 
graphs for classifying different skin lesions is shown 
in Figs. 10 to 14.

Table 8 shows the comparison of the proposed work 
with the existing literature. The previous works are done 
using Convolution Neural Network with ISIC 2016 data-
set. The computational time to calculate the texture fea-
tures from a skin lesion using DWT, Curvelet, Tetrolet 
and SGWT is 0.322, 4.298, 4.028, 14.11 seconds respec-
tively, evaluated using MATLAB R2017a Version No 9.2 
on 2.30 GHz Intel Core i5 processor. The superiority of 
the proposed work compared to the existing literature 
prove that Multiresolution transform resolve the singulari-
ties present in the irregular shaped skin lesions.

5 Conclusion
In this work, Melanoma recognition from Dermoscopic 
images and classification of skin lesions obtained from the 
ISIC archive 2016 is done. The features are extracted using 
both shape, color and texture features.

Fig. 6 AUC of Melanoma recognition using multiresolution transforms

Table 7 AUC values for classifying skin lesions using different Multiresolution transforms

AUC

Transform Melanoma vs Nevus Seborrheic Keratosis vs 
Squamous Cell Carcinoma

Melanoma vs 
Seborrheic Keratosis

Melanoma vs Basal 
Cell Carcinoma

Nevus vs Basal cell 
Carcinoma

DWT 0.89 0.94 0.941 0.925 0.95

Curvelet 0.89 0.93 0.94 0.94 0.97

Tetrolet 0.89 0.925 0.94 0.942 0.975

SGWT 0.895 0.945 0.9645 0.945 0.98
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The texture features are obtained from both GLCM and 
different Multiresolution transform. The most important 
part in this approach is SGWT that has the capability of 
allowing Multiresolution representation of shapes. In this 
work the results are evaluated using metrics such as AUC, 
sensitivity and specificity. The accuracy is increased 
by using the texture features calculated from the coeffi-
cients of SGWT rather than DWT, Curvelet and Tetrolet.

In the future work, Melanoma recognition and skin lesion 
classification can be done by combining Multiresolution 

transform with convolution neural networks which may 
improve the accuracy than the existing methods.

Fig. 7 Accuracy graph for classification of skin lesions using 
Multiresolution transforms

Fig. 8 Sensitivity graph for classification of skin lesions using 
Multiresolution transforms

Fig. 9 Specificity graph for classification of skin lesions using 
Multiresolution transforms

Fig. 10 AUC graph to classify Melanoma vs Nevus

Fig. 11 AUC graph to classify Melanoma vs Seborrheic Keratosis

Fig. 12 AUC graph to classify Melanoma vs Basal Cell Carcinoma
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