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Abstract

Extraction of voiced regions of speech is one of the latest topics in speech domain for various speech applications. Emotional speech 

signals contain most of the information in voiced regions of speech. In this particular work, voiced regions of speech are extracted from 

emotional speech signals using wavelet-pitch method. Daubechies wavelet (Db4) is applied on the speech frames after downsampling 

the speech signals. Autocorrelation function is performed on the extracted approximation coefficients of each speech frame and 

corresponding pitch values are obtained. A local threshold is defined on obtained pitch values to extract voiced regions. The threshold 

values are different for male and female speakers, as male pitch values are low compared to the female pitch values in general. 

The  obtained pitch values are scaled down and are compared with the thresholds to extract the voiced frames. The  transition 

frames between the voiced and unvoiced frames are also extracted if the previous frame is voiced frame, to preserve the emotional 

content in extracted frames. The extracted frames are reshaped to have desired emotional speech signal. Signal to Noise Ratio (SNR), 

Normalized Root Mean Square Error (NRMSE) and statistical parameters are used as evaluation metrics. This particular work provides 

better SNR and Normalized Root Mean Square Error values compared to the zero crossing-energy and residual signal based methods 

in voiced region extraction. Db4 wavelet provides better results compared to Haar and Db2 wavelets in extracting voiced regions using 

wavelet-pitch method from emotional speech signals.
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1 Introduction
Speech is a basic medium of communication for human- 
human, human- machine interactions. In latest technol-
ogy, most of the devices are using voice recognition as a 
feature, for humans to communicate with them. Speech 
signals not only provide message content in it, but also 
provide the information of the speaker. This is one of the 
important aspects of speech, which carries the speaker's 
information such as age, gender and emotion. Speech 
based recognition algorithms mainly involves extraction 
of features from speech signals. The predominant selec-
tion of features, involving source features, system features 
and perceptual features increases the recognition rate.

Speech production process involves various organs 
as lungs, vocal cords, nasal cavity and lips. All these 
organs act as time varying filters in production of par-
ticular sound to communicate [1]. At first, air is inhaled 
during normal breathing, and lungs expel the air and are 

chopped into periodic pulses by the vibration of vocal 
cords. The periodic pulses of air can enter the vocal cavity 
or nasal cavity. If the velum is closed, air flow enters the 
vocal cavity and is filtered by mouth and lips which act 
as time varying filter for speech production. The speech 
produced from vocal cavity is usually periodic in nature. 
If velum is open, air flow enters the nasal cavity and 
speech sounds produced from nose are usually non-peri-
odic and are random in nature. The complete speech pro-
duction involves the combination of periodic and non-pe-
riodic regions of speech. Speech signals are usually quasi 
stationary or quasi periodic in nature, having periodicity 
only for short durations. This property makes speech sig-
nal to be divided as voiced regions and unvoiced regions 
of speech. The speech sounds produced from vocal cav-
ity are periodic in nature and called as voiced regions and 
the speech sounds produced from nasal cavity are random 

https://doi.org/10.3311/PPee.15373
https://doi.org/10.3311/PPee.15373
mailto:dls_ece%40vignan.ac.in?subject=


Dendukuri and Hussain
Period. Polytech. Elec. Eng. Comp. Sci., 65(3), pp. 262–278, 2021 |263

in nature and called as unvoiced regions of speech. Speech 
production usually involves voiced regions which are 
periodic, unvoiced regions which are random and silence 
regions which are zero values without any sound [2]. 
Any speech usually comprises of these three components.

2 Related works
Jo and Kim [3] proposed extraction of voiced and unvoiced 
speech components from speech based on residual signal. 
The analysis of speech signals is done using pitch and LPC, 
and is modeled using residual signal. Extraction of voiced 
speech using residual signal provides poor results in emo-
tional speech signals because modeling of new speech sig-
nal based on analysis loses emotional information.

Shaojun et al. [4] proposed voice activity detection using 
wavelet transform. Voice activity detection is performed 
by comparing the spectral energy in sub-bands. The spec-
tral energy in sub-bands for voiced region detection method 
proposed by Jiang Shaojun is implemented on simulated 
signals, assuming the four frames of noise. In real emo-
tional speech signals, the number of unvoiced frames will 
be more than four frames and produces very low SNR val-
ues. The main parameter, pitch varies from emotion to emo-
tion due to changes in vocal tract. Sub-band energy-based 
method extracts very few voiced frames in emotions like 
happy, disgust and surprise compared to the proposed wave-
let-pitch method because of considering amplitude parame-
ter, without any frequency parameter as pitch.

Upadhyay and Pachori [5] proposed voiced and unvoiced 
detection using variational mode decomposition tech-
nique. This method separates the fundamental frequency 
component from the actual speech signal and uses its 
envelope for voiced region detection. Energy is considered 
as the thresholding parameter for voiced region detection. 
This method gives good results in voiced region detection 
without prior information of pitch. In this method prior 
information of the number of modes is required.

Erdol et al. [6] proposed a novel method in synthesiz-
ing the missing packets of speech based on previous pack-
ets short term energy and zero crossing for transmission. 
The performance metric used in this method is spectral 
magnitude measure, SNR-M. The disadvantage of this 
method is, SNR-M goes to infinity which is descriptive 
measure as the ear is insensitive to phase.

Sun et al. [7] proposed robust voice activity detection 
by an energy based frame selection algorithm to indicate 
speech activity at the frame. To extract relevant speaker's 
speech frames, Voice Activity Detection (VAD) Tags and 
Automatic Speech Recognition (ASR) transcript Tags are 

provided by NIST. This approach provides an efficient 
way to select high quality speech frames and the relevant 
speaker's voice for speaker recognition.

Haigh and Mason [8] proposed an algorithm for voice 
activity detection based on the cepstral features. This par-
ticular work provides high degree of independence 
between the noise and the voiced speech using threshold-
ing technique. The noise code book is used for Euclidean 
distance measure for voice detection.

Jalil et al. [9] proposed short term energy, short term 
magnitude, zero crossing rate and autocorrelation based 
voice activity detection. They verified the autocorrela-
tion of voiced speech is also periodic but autocorrelation 
of unvoiced speech is random in nature. The selection of 
window and window size for voiced speech are also dis-
cussed in this paper. Rectangular window is used for mea-
suring short term magnitude. Voiced regions have higher 
magnitude compared to unvoiced regions of speech.

Marques and Almeida [10] proposed sinusoidal model-
ing of speech for voiced region extraction. The harmonic 
model provides good results but cannot handle the fast 
variations of pitch. In this paper they discussed the basic 
sinusoidal modeling of speech and quadrature sinusoidal 
modeling of speech signals for voiced region extraction.

Wu and Wang [11] proposed a novel method using 
wavelet transform and Teager energy operator for 
extraction of voiced regions of speech. The speech signals 
are decomposed into four sub-bands to have robust enve-
lope of voiced regions, Teager energy operator is applied 
on wavelet sub-band signals. Autocorrelation function is 
applied on the Teager energy operated signal for voiced 
region extraction. Teager energy operator is defined as 
the difference the square of present sample amplitude to 
the product of past and future sample amplitudes. In neu-
tral and calm emotional speech, the detail coefficients are 
related to unvoiced speech and are boosted up consider-
ing as partial voiced frames using Teager energy oper-
ator. The proposed wavelet-pitch method provides bet-
ter results compared to Teager energy operator method, 
by analysing the periodicity of analysis coefficients of 
speech using pitch parameter.

Asgari et al. [12] proposed an algorithm for voice activ-
ity detection based on the spectral entropy of a signal. 
This paper considers the assumption of both signal and 
noise entropy magnitudes as Gaussian. The speech sig-
nal spectrum is more organised in voiced regions than in 
unvoiced regions of speech assuming Gaussian in nature. 
This method provides better results even in low SNR val-
ues of speech signal.
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Swee et al. [13] proposed a method for voice activity 
detection in speech signals based on short term energy and 
this method is used for detection of pitch in the speech 
frames. Pitch detection results are evaluated for testing the 
accuracy of the proposed method. In this paper depending 
on the gender of the speaker, voiced regions of speech are 
detected. Mean energy of speech signal is considered as 
metric for gender classification.

Jafer and Mahdi [14] proposed wavelet based voiced 
and unvoiced region of speech using zero crossing rate 
and short term energy. This paper performed zero cross-
ing and energy based thresholding in the wavelet domain. 
The method proposed by Jafer and Mahdi provides poor 
results on emotional speech like angry and sad. In some 
voiced frames, the average energy in the wavelet domain is 
high but the median of zero crossings is also high or aver-
age energy in wavelet domain is low and median of zero 
crossings is low. These voiced frame values do not satisfy 
both threshold criteria, it is considered as unvoiced frame. 
The proposed wavelet- pitch method uses the pitch param-
eter of frames, which checks for periodicity property of 
voiced regions and uses threshold as percentile, which is 
more resistant to the outliers of frame pitch values.

Various works have proposed voiced region extraction 
from clean speech or in noisy environment speech sig-
nals [15]. Tanmoy et al. [16] proposed the endpoint 
detection in speech using wavelet convolution approach. 
The wavelet convolution speech endpoint detection algo-
rithm uses the wavelet transform to decompose the signal 
and uses entropy of coefficients for extraction of voiced 
speech. It uses two thresholds based on the gender of the 
speaker, because male speaker has higher loudness com-
pared to female speaker. Hamzenejadi et al. [17] proposed 
extraction of pitch and formant frequencies in the wavelet 
domain.  The speech signal is decomposed to eight scales 
and zeroing the higher scale coefficients after fifth level of 
decomposition, produces formant frequencies and zeroing 
the lower wavelet coefficients up to fifth and above eight 
scales, provide pitch frequency.

Humans communicate daily in emotions as happy, sad, 
neutral etc. Extraction of voiced regions from emotional 
speech signals is little challenging because applying previ-
ous methods on emotional speech degrades the emotional 
content. It involves the modeling of time varying filters 
such as vocal tract, mouth and lips to vary from emo-
tion to emotion in production of emotional speech signal. 
Dendukri and Hussain [18] proposed the extraction of fea-
ture set from voiced regions of speech for speech emotion 

recognition application. Wavelet transform is applied on 
the speech signal, hard and soft thresholding are applied 
on detail coefficients for the extraction of voiced speech. 
It provides voiced speech but transition regions between 
voiced and unvoiced frames are not preserved because 
of using hard thresholding technique on the detail coeffi-
cients. Considering the energy of the signal in sub-bands, 
using of auto correlation signal and thresholding of detail 
coefficients, uses the amplitude parameter of the signal. 
Since emotional speech varies from emotion to emotion 
in terms pitch as a main parameter because the vocal tract 
resonates at various fundamental frequencies, that differ 
from emotion to emotion. For angry and disgust emotions, 
amplitude is high but major variations are present in pitch. 
For neutral and happy emotions, calm and sad emotions, 
fearful and surprise emotions have nearly similar ampli-
tudes but variations are tracked in pitch parameter. 

Busso et al. [19] proposed the relation between the pitch 
and emotions w.r.t the neutral emotion. Gharavian et al. [20] 
proposed the influence of pitch and pitch slope in emotional 
speech recognition applications. Breitenstein et al. [21] 
used acoustic feature to analyse the change in pitch val-
ues in perception of emotional speech. The proposed wave-
let-pitch method uses the pitch parameter in classifica-
tion of voiced speech to preserve the emotional content in 
extracted voiced speech. 

In this paper a novel algorithm is proposed based on 
wavelet-pitch method, for extraction of voiced regions 
from emotional speech signals and to preserve the tran-
sition regions of voiced and unvoiced frames which carry 
emotional content. In this work, wavelet-pitch method, 
percentiles of pitch are used as thresholds to extract 
voiced regions of speech. Logical smoothing is done on all 
extracted frames to preserve the information in all voiced 
and transition regions of speech. This particular work helps 
in extraction of predominant features for speech recogni-
tion, mainly in speech emotion recognition applications.

3 Experimental data
As a part of our research work, Ryerson Audio Visual 
Database of Emotional Speech and Song (RAVDESS), 
recorded by SMART Lab Ryerson University is consid-
ered [22]. This particular database contains 24 speak-
ers, out of which 12 are male and 12 are female speak-
ers. Each speaker utters sentences in different emotions. 
This particular dataset contains Neutral, Calm, Happy, 
Sad, Angry, Fearful, Disgust and Surprise speech sig-
nals which are sampled at 48 Khz. The speakers' in the 
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database uttered two sentences in eight emotions two 
times in English language. The sentences that are uttered 
by all male and female speakers are

1. "Kids are talking by the door."
2. "Dogs are sitting by the door.".

In this particular work, 1000 emotional speech signals, 
comprising of eight emotions in two sentences, uttered 
by 12 male and 12 female speakers' in English language 
are considered for analysis.

4 Method
Emotional speech signal is first decimated by a factor of 3 
to have sampling frequency of 16 Khz. This helps in remov-
ing the redundant data in speech signals. The decimated 
speech signals are normalized to have maximum ampli-
tude in the range of −1 and 1. Speech signals are divided 
into frames of 20 msec duration, since the speech signals 
are quasi stationary and analysis can be done in frames. 
The framing is done with an overlap of 50 % to avoid any 
loss of information from frame to frame transition.

Discrete wavelet transform is applied on the obtained 
speech frames, in order to extract the low frequency 
components and the high frequency components of the 
speech signal using Daubechies wavelet (Db4) [23]. 
In this work, one stage decomposition of speech frames 
is done to extract an approximation coefficient and detail 
coefficients. Autocorrelation function is applied on the 
extracted approximation coefficients of each speech 
frame to calculate the pitch. The obtained pitch values are 
scaled by a factor of 2, as the pitch values are taken from 
approximation coefficients of speech, which are also dec-
imated by a factor of 2.

Thresholding technique is applied on the obtained pitch 
values for extraction of voiced regions of speech. In this 
particular work, 20th percentile and 60th percentile of the 
extracted pitch values from speech frames are considered 
as thresholds Th1 and Th2 for male speakers and 35th per-
centile and 75th percentile of pitch values as thresholds Th1 
and Th2 for female speakers. Any pitch value of a particular 
frame which range within 20th percentile and 60th percen-
tile are considered as voiced speech frame for male speak-
ers and which range within 35th and 75th percentile are con-
sidered as voiced frames for female speakers. Since male 
speakers have low pitch values compared to the female 
speakers, the change in threshold values is considered. 
Logical addition of the speech frames is done considering 
the previous voiced frames, to preserve the transition from 

voiced speech to unvoiced speech which contain emotional 
content. The extracted speech frames are arranged in an 
order based on the index of the speech frames. The pro-
posed method is represented in Algorithm 1.

4.1 Decimation
The speech signals taken from data set are sampled at 48 Khz 
and to reduce the redundancy of data, they are downsampled 
by a factor 3 to have sampling frequency as 16 Khz.

4.2 Normalization and framing
Many speech samples are represented on different units of 
scale. To avoid the problems of handling various units of 
data, speech samples of various emotions are normalized 
and all are brought to a uniform scale, providing accu-
rate values. Since speech signals are quasi periodic, with 
small durations of periodic nature, analysis can be done 
by dividing the entire speech signal into frames with a 
duration 20–30 msec. The division of frames is done with 
a 50 % of overlap of previous frame samples. Hamming 
window is applied to each frame, to make the energy con-
centrated in the center of the frame.

4.3 Discrete wavelet transform
Analysis of quasi periodic or non-stationary signals using 
short time Fourier transform provides better results than 
Fourier transform [24–25]. Since short time Fourier trans-
form has fixed window size, better results can be obtained 
using wavelet transform, with window size varing in anal-
ysis of non-stationary signals. Since speech is quasi-pe-
riodic, analysis of speech signals using wavelet trans-
form provides better results than FFT because of dilation 
and translation property of wavelets. Wavelet transform 

Algorithm 1 Wavelet-Pitch method for Voiced Speech Extraction

1: Emotional speech signal is read from speech database.

2: Downsampling the input speech signal by a factor 3 to have 
sampling frequency as 16 Khz.

3: Dividing signal in frames with 50 % overlap.

4: Applying Discrete Wavelet Transform.

5: Autocorrelation on the approximation coefficient of speech 
frame.

6: Calculation of pitch from Auto-correlated signal.

7: Calculation of Threshold values from Pitch values.

8: Selection of Voiced frames based on Threshold values.

9: Logical shaping of extracted speech frames based on index of 
speech frames.

10: Final emotional speech signal comprising of voiced region of 
speech with emotional content.
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provides multi-resolution analysis, with its varying win-
dow length in analysis of speech signals. The basis of 
wavelet function analyses the speech signal by the prop-
erty of dilation and shifting, providing approxima-
tion coefficients and detail coefficients of speech signal. 
Approximation and detail coefficients are extracted from 
the original speech signal by decimating with a factor of 2. 
Approximation coefficients provide most of the low pass 
information and detail coefficients represent high pass 
information. The basic mother wavelet is given in Eq. (1):
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The functions Φa at t, ,,τ τψ( ) ( )  are called as scaling 
and wavelet functions to compute the approximation and 
detail coefficients on the given speech signal.

4.4 Autocorrelation
Autocorrelation function is used to find the repeating 
of patterns in the given signal [26]. Since voice regions 
are periodic in nature, autocorrelation is applied on the 
obtained speech frames to identify the repeating nature, 
unvoiced frames of speech represent the noise components 
and its correlation values are random compared to voiced 
speech. The autocorrelation function is given by Eq. (4):
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where s(m) denotes the speech signal and n is shifting factor.

4.5 Pitch calculation
Pitch is inverse of the time difference between two suc-
cessive peaks of a voiced speech [27]. Calculation of 
inverse of time difference between two successive peaks 
of auto-correlated speech provides the pitch value. Voiced 
regions of speech have pitch values in the range of 100 Hz 
to maximum of 1 Khz. Unvoiced regions of speech frames 
have higher pitch values due to random nature. Pitch fre-
quency calculation is given by Eq. (5):

F
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where t(Rxx ( m0 )) is time duration at which first maximum 
peak occurs and t(Rxx ( m1 )) is the time duration at which 
second maximum peak occurs in autocorrelation function. 
The difference between the occurrences of two consecu-
tive peaks provides pitch period which is T0 . Inverse of the 
pitch period provides pitch frequency F0 .

4.6 Thresholding
Thresholding is the basic technique for segmentation of 
voiced and unvoiced regions of speech based on zero cross-
ing-energy [28]. In this work, the 20th percentile and the 
60th percentile of obtained pitch values are considered as 
Th1 and Th2 for male speakers, 35th and 75th percentile of 
obtained pitch values as Th1 and Th2 for female speakers 
respectively. The following conditions in Eq. (6) and Eq. (7) 
are considered for extraction of voiced regions of speech:

Frame
Voiced if and

unvoiced else
=

( ) > ( ) <



F i Th F i Th
0 1 0 2

,  (6)

where F0(i) indicates the pitch of present frame. If the 
present frame is unvoiced frame, again one more condi-
tion is considered based on the previous frame pitch value.

Frame
Voiced if and

unvoiced else
=

−( ) > −( ) <



F i Th F i Th
0 1 0 2

1 1
,  (7)

where F0(i − 1) indicates the pitch of previous frame. 
The above conditions provide the consideration of voiced 
frames based on pitch values of present frame and previous 
frame. If the present frame pitch values are within the thresh-
old limits, it considered as voiced frame. If present frame is 
unvoiced, and previous frame pitch values are within thresh-
old limits, the unvoiced frame samples are added to pre-
serve the speech samples in transition region from voiced to 
unvoiced regions. This helps in preserving the information 
content at the edges of voiced frames of speech. This thresh-
olding technique requires prior knowledge about the gender 
of the speaker. The male pitch values are low compared to 
the female speakers, so this particular work consider higher 
range of thresholds for female speakers.

4.7 Logical shaping and smoothing
All the voiced speech frames that are extracted from the 
speech signal are the overlapped versions with 50 % of 
previous frame samples. To avoid the repetition of data 
in two consecutive voiced frames, only last half of pres-
ent frame samples are considered to provide continuity 
of speech without any redundancy. The extracted speech 
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frames are arranged in the order based on the index of 
frames logically, to obtain the speech signal which is fully 
of voiced regions. If two consecutive frames have pitch 
values out of range, the second frame is considered as 
unvoiced speech frame.

5 Results and discussion
The aforementioned algorithm was used in the extraction 
of voiced regions of speech from the emotional speech sig-
nals. Since human- human and machine interactions are 
done with some kind of emotions, RAVDESS database is 
considered in this work. Since, vocal cavity and nasal cavity 
changes effect speech production at different emotions and 
most of the information content lies in the voiced regions, 
its extraction is important. The performance of the pro-
posed method is analysed by the standard metrics as Signal 
to Noise Ratio (SNR), Normalized Root Mean Square Error 
(NRMSE), spectral entropy and statistical parameters such 
as mean, standard deviation, mean gradient.

5.1 Evaluation metrics
5.1.1 Signal to Noise Ratio (SNR)
Signal to Noise Ratio is defined as the logarithmic ratio of 
signal power to that of noise power [29]. In this work, voiced 
regions are periodic in nature and considered as signal and 
unvoiced regions are random in nature and are considered 
as noise. The Signal to Noise Ratio is given by Eq. (8):
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where d(k) is the desired emotional speech signal with 
voiced regions of speech and f(k) is the actual emotional 
speech signal comprising of voiced and unvoiced regions. 
As the Signal to Noise Ratio is increased, the speech sig-
nal contains mostly of voiced regions of speech.

5.1.2 Normalized Root Mean Square Error (NRMSE)
The Normalized Root Mean Square Error is used to find, 
the extent of deviation between the original signal and the 
desired signal [29]. The Normalized Root Mean Square 
Error is given by Eq. (9):

NRMSE =
( ) − ( )( )
( ) −( )

f k d k

f k u f

2

2
,  (9)

where uf is defined as the mean value of the original emo-
tional speech signal.

5.1.3 Spectral entropy
Spectral entropy is the measure of distribution of energy 
content in signal w.r.t frequency [30]. Since voiced regions 
of speech are usually periodic in nature with more infor-
mation, its entropy is high with sharp peaks at particular 
frequency. The unvoiced regions of speech have less infor-
mation content and do not contain sharp peaks in frequency 
domain. The spectral entropy is defined by Eq. (10):
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where h(i) is considered as the probability density function 
of power spectral density of speech signal.

5.1.4 Statistical parameters
Statistical parameters like mean, standard deviation and 
mean gradient are considered as the performance metrics 
in statistics [31].
Absolut value of mean
Mean of the signal defines the average information content 
present in the signal. As the mean value is high, the infor-
mation content is also high. Voiced regions of have higher 
mean value compared to the unvoiced regions of speech. 
Mean value of signal f(k) is given by Eq. (11):
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where N indicates the number of samples in the signal.
Standard deviation
Standard deviation defines the spread of signal samples 
from its mean value. As the standard deviation is higher, 
the spread is higher with more randomness from mean 
value and lower standard deviation provides the sig-
nal samples to spread around the mean value. It is given 
by Eq. (12):

std f k u f
k

N

= ( ) −( )
=

−

∑ 2

0

1

.  (12)

Mean gradient
Mean gradient is measure of slope of the signal samples, 
which provide variation between two successive samples. 
This value is low in voiced regions of speech signal com-
pared to unvoiced regions. The formula of mean gradient 
of signal f(k) is given by Eq. (13):
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where N defines the number of samples in speech signal.
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5.2 Experimental results
The performance metrics are compared with the exist-
ing methods in the process of extracting voiced regions 
of speech.

1. Implementing voiced speech extraction using zero 
crossing-energy [14].

2. Implementing voiced speech extraction using resid-
ual signal [3].

The proposed method provides better results on 
893 speech files out of selected 1000 samples. The figures 
and evaluation metric values of neutral and happy emotions 
are considered in ease of representation. Neutral emotion 
is considered in many voiced speech detection algorithms. 
Happy emotional speech is considered, to compare the 
proposed method on emotional speech. MATLAB 2014a 
version is used on laptop with 8 GB of RAM and 1.8 GHz 
frequency and Intel Core i3-3110M processor for imple-
menting the proposed wavelet-pitch method.

Figs. 1–3 are related to the male speaker 1 and the sen-
tence "Kids are talking by the door" is uttered in neutral 
emotion is indicated in blue color in all the three figures. 
The extracted voiced speech signal using three methods 
zero crossing-energy, residual signal and wavelet-pitch are 
indicated in red color. In Fig. 1, the extracted speech using 
zero crossing-energy method contains center portions of 
pure unvoiced speech which are also considered as voiced 
speech. In Fig. 2, extracted speech using residual signal 

does not contain the complete of voiced speech. In Fig. 3, 
the extracted speech using wavelet-pitch method contains 
most of voiced frames and its transition regions preserv-
ing the emotion content. Figs. 4–6 are related to female 
speaker 1 and the sentence "Kids are talking by the door" 
is uttered in happy emotion is indicated in blue color 
in all the three figures. The exracted voiced speech signal 
using three methods zero crossing-energy, residual sig-
nal and wavelet-pitch are indicated in red color. In Fig. 4, 
the extracted speech using zero crossing-energy does not 
preserve transition regions. In Fig. 5, the extracted speech 
using residual signal method does not extract full voiced 
speech regions. In Fig. 6, the extracted speech using wave-
let-pitch contains most the voiced regions and preserving 
transition regions compared to the zero crossing-energy 
and residual signal methods. The subjective analysis of the 
proposed method can be done by hearing the new speech 
signal comprising of voiced regions of speech and emo-
tional content in it. The proposed method preserves most 
of the emotional content in speech signal by extracting the 
transition regions.

Table 1 shows the comparison of various methods for 
voiced speech extraction w.r.t evaluation metrics like 
SNR and NRMSE.

Table 1 shows that the proposed method provides bet-
ter results in terms of evaluation metrics for voiced speech 
extraction from emotional speech signals, compared to 
existing methods.

Fig. 1 Male speaker 1 uttered original speech signal with neutral emotion is indicated in blue color. Extracted voiced speech signal by applying zero 
crossing-energy method for male speaker 1 with neutral emotion, is indicated in red color.
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Table 2 shows the performance metrics for voiced 
speech extraction in terms of entropy and statistical 
parameters. From Table 2 it is known that extracted voiced 
speech signal contains less number of unvoiced frames 
compared to original speech signal.

Figs. 7, 8 show the graphical representation of SNR and 
NRMSE values of Table 1. From Figs. 7, 8, it is inferred 

that proposed method has higher SNR and lower NRMSE 
values compared to zero crossing-energy and residual 
signal methods in extraction of voiced speech from emo-
tional speech signals.

Figs. 9–12 show the graphical representation of entropy, 
mean, standard deviation and mean gradient values of 
Table 2, for comparing w.r.t actual signal metric values. 

Fig. 2 Male speaker 1 uttered original speech signal with neutral emotion is indicated in blue color. Extracted voiced speech signal by applying 
residual signal method for male speaker 1 with neutral emotion, is indicated in red color.

Fig. 3 Male speaker 1 uttered original speech signal with neutral emotion is indicated in blue color. Extracted voiced speech signal by applying 
proposed wavelet-pitch method for male speaker 1 with neutral emotion, is indicated in red color.
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From Figs. 9–12, it is understood that proposed method 
provides better results than residual signal method, but 
not than zero crossing-energy method. Since zero cross-
ing-energy method extracts only voiced regions of emo-
tional speech, without preserving transition regions and 
emotional content, it provides higher values. Residual 

signal method does not extract complete voiced regions 
of speech, it provides lower values. The proposed method 
extracts both voiced and transition regions preserving 
emotional content in speech signal, providing better val-
ues than residual signal method but not than zero cross-
ing-energy method.

Fig. 4 Female speaker 1 uttered original speech signal with happy emotion is indicated in blue color. Extracted voiced speech signal by applying zero 
crossing-energy method for female speaker 1 with happy emotion, is indicated in red color.

Fig. 5 Female speaker 1 uttered original speech signal with happy emotion is indicated in blue color. Extracted voiced speech signal by applying 
residual signal method for female speaker 1 with happy emotion, is indicated in red color.
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Table 3 shows the comparison of various wavelets for 
voiced speech extraction using wavelet-pitch method w.r.t 
SNR and NRMSE. Table 3 shows that Db4 wavelet pro-
vides better results in wavelet-pitch method compared to 
Haar and Db2 wavelets. 

Figs. 13, 14 show the graphical representation of SNR 
and NRMSE values of Table 3. From Figs. 13, 14, it is 
inferred that Db4 wavelet provides high SNR and low 
NRMSE values compared to Haar and Db2 wavelets by 
extracting voiced and transition regions of emotional 
speech preserving emotional content.

6 Conclusion
The vocal tract, which acts as a time varying filter, vari-
ous its shape in production of different emotional speech 
signals. The vocal tract characteristics are varied form 
one emotion to another and from one person to another. 
The vocal tract characteristics in different emotion can be 
analysed using pitch parameter, which varies from emo-
tion to emotion. Normal voiced speech extraction algo-
rithms provides better results in normal speech, but looses 
the emotional content in extraction of voiced regions from 
emotional speech signals. In this paper, voiced regions of 

Fig. 6 Female speaker 1 uttered original speech signal with happy emotion is indicated in blue color. Extracted voiced speech signal by applying 
proposed wavelet-pitch method for female speaker 1 with happy emotion, is indicated in red color.

Table 1 Comparison of various methods in voiced speech extraction

Emotion and Person Methods Signal to Noise Ratio Normalized Root Mean Square Error

Neutral Emotion - male speaker 1

zero crossing-Energy 24.3339 0.3349

Residual Signal −0.4699 0.6623

Wavelet-Pitch 29.2501 0.1333

Happy Emotion - male speaker 1

zero crossing-Energy 15.9587 0.3524

Residual Signal 2.1793 0.6729

Wavelet-Pitch 40.5876 0.0489

Neutral Emotion - female speaker 1

zero crossing-Energy 22.4545 0.1865

Residual Signal −3.3625 0.8154

Wavelet-Pitch 40.5091 0.0322

Happy Emotion - female speaker 1

zero crossing-Energy 12.1317 0.4503

Residual Signal −3.8642 0.7887

Wavelet-Pitch 13.9438 0.3644
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emotional speech signals are extracted by using wave-
let-pitch method, which extracts voiced regions and tran-
sition regions between voiced and unvoiced regions, pre-
serving the emotional content. The speech is divided into 
frames with 50 % overlap. Hamming window is applied 
to make, energy concentrated at the center of the frame. 

Discrete wavelet transform is applied using Daubechies 
Db4 wavelet on the frames and autocorrelation function is 
applied on approximation coefficients to extract the pitch 
values. The pitch values are compared based on threshold-
ing technique. Percentile of pitch is considered as thresh-
olding parameter because it is more resistive to the outliers 

Table 2 Comparison of various methods with statistical parameters in voiced speech extraction

Emotion and Person Methods Entropy Mean Standard deviation Mean gradient

Neutral Emotion - male speaker 1

Actual Signal 1.5671 0.188 0.0906 0.0066

zero crossing-Energy 3.7694 0.564 0.1642 0.0180

Residual Signal 1.9793 −6.032 0.1058 0.0096

Wavelet-Pitch 2.5337 2.292 0.1312 0.0116

Happy Emotion - male speaker 1

Actual Signal 1.8631 0.104 0.1158 0.0090

zero crossing-Energy 3.8327 −5.536 0.1935 0.0205

Residual Signal 2.1329 11.087 0.1288 0.0109

Wavelet-Pitch 2.9366 0.820 0.1701 0.0159

Neutral Emotion - female speaker 1

Actual Signal 1.8086 −0.028 0.0831 0.0082

zero crossing-Energy 3.6469 −6.657 0.1408 0.0189

Residual Signal 2.2745 0.710 0.0940 0.0118

Wavelet-Pitch 2.8221 0.080 0.1241 0.0155

Happy Emotion - female speaker 1

Actual Signal 1.7113 0.013 0.0694 0.0076

zero crossing-Energy 3.4250 0.674 0.1167 0.0184

Residual Signal 1.6207 −0.636 0.0679 0.0071

Wavelet-Pitch 2.4125 0.978 0.0993 0.0135

Fig. 7 Comparison of zero crossing- energy, residual signal and wavelet-pitch methods w.r.t SNR.
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of frame pitch values. The threshold values are varied to 
male and female speaker as the male pitch values are lower 
the female pitch values. Based on thresholding, voiced 
regions of speech are extracted from emotional speech 
signal. The proposed method is compared with the zero 
crossing-energy based extraction algorithm and residual 
signal based extraction algorithm. The evaluation metrics 
like signal to noise ratio, Normalized Root Mean Square 

Error, entropy, mean, standard deviation and mean gradi-
ent metrics are calculated and results shows that, the pro-
posed algorithm provides better signal to noise ratio and 
low Normalized Root Mean Square Error values, better 
entropy, mean, standard deviation and mean gradient val-
ues compared to existing methods. Daubechies Db4 wave-
let provides better signal to noise ratio and Normalized 
Root Mean Square Error values compared to Haar and 

Fig. 8 Comparison of zero crossing-energy, residual signal and wavelet-pitch methods w.r.t NRMSE.

Fig. 9 Comparison of zero crossing-energy, residual signal and wavelet-pitch methods based extracted voiced speech entropy w.r.t entropy of original signal.



274|Dendukuri and Hussain
Period. Polytech. Elec. Eng. Comp. Sci., 65(3), pp. 262–278, 2021

Db2 wavelets. This particular work can be used in pre-pro-
cessing stage for better accuracy in speech recognition 
and mainly in speech emotion recognition applications.
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Fig. 10 Comparison of zero crossing-energy, residual signal and wavelet-pitch methods based extracted voiced speech mean w.r.t mean of original signal.

Fig. 11 Comparison of zero crossing-energy, residual signal and wavelet-pitch methods based extracted voiced speech standard deviation w.r.t 
standard deviation of original signal.
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Fig. 12 Comparison of zero crossing-energy, residual signal and wavelet-pitch methods based extracted voiced speech mean gradient w.r.t mean 
gradient of original signal.

Table 3 Comparison of various wavelets with SNR and NRMSE

Emotion and Person Wavelet Signal to Noise Ratio Normalized Root Mean Square Error

Neutral Person1

Haar 27.8411 0.1443

Db2 27.3083 0.1454

Db4 29.2501 0.1333

Happy Person 1

Haar 39.3887 0.0723

Db2 37.5368 0.0741

Db4 40.5876 0.0489

Neutral Person 2

Haar 39.8241 0.0334

Db2 39.6153 0.0335

Db4 40.5091 0.0322

Happy Person 2

Haar 17.9181 0.3179

Db2 13.9579 0.3644

Db4 13.9438 0.3644
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Fig. 13 Comparison of Haar, Db2 and Db4 wavelets in wavelet-pitch based voiced speech extraction for male speaker 1 and female speaker 1 
in neutral and happy emotions w.r.t signal to noise ratio parameter.

Fig. 14 Comparison of Haar, Db2 and Db4 wavelets in wavelet-pitch based voiced speech extraction for male speaker 1 and female speaker 1 
in neutral and happy emotions w.r.t signal to Normalized Root Mean Square Error parameter.
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