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Abstract
This paper proposes the impact of the Dynamic model in Input-Output State Feedback Linearization (IO-SFL) technique for trajectory tracking of differential drive mobile robots, which has been restricted to using just the kinematics in most of the previous approaches. To simplify the control problem, this paper develops a novel control approach based on the velocity and position control strategy. To improve the results, the dynamics are taken into account. The objective of this paper is to illustrate the flaws unseen when adopting the kinematics-only controllers because the nonlinear kinematic model will suffice for control design only when the inner velocity (dynamic) loop is faster than the slower outer control loop. This is a big concern when using kinematic controllers to robots that don't have a low-level controller, Arduino robots for example. The control approach is verified using the Lyapunov stability analysis. MATLAB/SIMULINK is carried out to determine the impact of the proposed controller for the trajectory tracking problem, from the simulation, it was discovered that the proposed controller has an excellent dynamic characteristic, simple, rapid response, stable capability for trajectory-tracking, and ignorable tracking error. A comparison between the presence and absence of the dynamic model shows the error in tracking due to dynamic system that must be taken into account if our system doesn't come with a built-in one, thus, confirming the superiority of the proposed approach in terms of precision, with a neglectable difference in computations.
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1 Introduction
Wheeled Mobile Robots (WMRs) are becoming a necessary part of our daily lives because of the technology improvement, at first, they were limited to research purposes or military missions because of their high cost, nowadays; they are very affordable and available to general consumers. WMRs are the most important type of mobile robots, they are reliable, and easily built, they can move on almost every surface, many industrial and household applications employ them, for component transportation, painting, welding, inspecting, house cleaning, and many other applications. Due to all this, research on WMRs has been an immensely active field [1]. According to [2, 3], non-holonomic systems cannot be stabilized by continuously differentiable, time-invariant state feedback control law. This indicates that this problem is truly nonlinear; therefore, innovative techniques are highly needed.

Some robots have a built-in low lever controller (actuator controller), such as Khepera mobile robot, or a DrRobot 190 mobile robot, but they cost a lot, on the other hand, some Arduino or Raspberry robots for example don't have such a controller.

In this paper, we work on the non-holonomic class mobile robot that uses a differential drive, our objective is to develop a good dynamic model that eliminates kinematic constraints from the model, remove the maximum amount of nonlinearities, and represent the system in a symmetric way (number of inputs = number of outputs), after achieving that, our second objective is to control the resulting system using a kinematic controller that is asymptotically stable, and a dynamic controller based on feedback linearization, our last objective is to illustrate the impact of the dynamic control over the
kinematic-only control and we hope to achieve perfect tracking and neglectable errors.

We assume that wheel-ground contact is high to achieve pure rolling and no slipping. There are basically 3 varieties of motion command problems:

- path following,
- trajectory tracking,
- and point stabilization.

Point stabilization refers back to the stabilization of the robot into predefined Cartesian coordinates and orientation. Path following refers to moving a robotic system in a route in a time-independent manner. The trajectory tracking problem is similar to the path following's but in a predefined time. A regular motion control problem is trajectory-tracking, that's concerned with the design of control law that forces a mobile robot to reach and stay on, a time parameterized reference (i.e., a geometric course with an associated timing regulation) [4].

Trajectory tracking of mobile robots is one of the fundamental challenging problems in WMR motion control [5]. Because of the non-autonomous nature that comes from the time-varying reference [6]. However, the asymptotic stabilization has been proven to be obtained using the discontinuous, time-varying, or hybrid command laws [7–9], lots of research has been devoted to solving this problem using different techniques. Some of the researchers focused only on the kinematic model to design controllers [3–5, 10–24]. Sharma et al.’s work [4] is a comparison between two kinematic models for model predictive control, first one was Successive linear model and second one was an error based linear kinematic model, Kanayama et al. [5] used feedback linearization controller to control position; Nascimento et al. [10] used a new nonlinear model predictive control approach and achieved better results with regards to the classical control approaches in which he assumed that each position and velocity given by the trajectory generator is the state of a virtual target to be tracked; Al Khatib et al. [11] show a comparison of a feedback linearization controller (Input-Output State Feedback Linearization: IO-SFL), Adaptive Proportional Controller (APC) and a Nussbaum function based Adaptive controller (NA); Merabti et al.’s work [12] is a comparison of metaheuristics (particle swarm optimization, ant colony optimization, and gravitational search algorithms) to solve an MPC problem; [13–15] used sliding mode control; [16–20] used adaptive control to eliminate the control parameter problem; [20–24] used model predictive control techniques and had great success. However, as mentioned in [25], in mobile robotics, it is a good practice to include the dynamics of the system when designing trajectory tracking controllers to achieve stable motion control laws, as in [17, 26–39]. Martins et al. [26] proposed an adaptive controller with a parameterized dynamic model that is tuned online and showed good results; in [17, 27–35] were used adaptive control to compensate for the dynamics and control parameters; Tawfik et al. [36] used a Fractional-order (FOPID) that is tuned using an evolutionary algorithm to control the error position which feeds torques to the dynamic model and showed robustness to disturbances and uncertainties in the system model; Fierro and Lewis [37] used backstepping and fuzzy logic and designed a hybrid controller that satisfied a good positioning tracking performance; Dumitrascu et al. [38] used a backstepping controller and considered actuator (wheel) dynamics; Cherrotin and Boumehraz [39] used fuzzy logic and reinforcement learning-based approaches for the WMR navigation in an unknown environment.

The adaptive model predictive controller and the optimal model predictive controller seem to be very promising for this control problem, because the reference trajectory is known beforehand, and because it is an online optimization technique, also, its ability to handle constraints is easy and straightforward, they show amazing results and fewer errors. However, they suffer from the computational burden, especially when the system is fast evolving, and/or highly nonlinear, which hinders the successful application of them [40–43].

This paper addresses the impact of the dynamic modeling for the trajectory tracking problem which forces a differential drive WMRs considering both kinematics and dynamics to track a desired predefined trajectory. This means two controllers, a kinematic controller to make the position error asymptotically stable using a Lyapunov function. Then, designing a dynamic controller to compute the torque such that the velocities of the mobile robot converge to the given velocity inputs from the kinematic controller. In other words, we divide the controller design into two stages, the first one, the kinematic controller to control the position, and the dynamics controller to control the speed. Finally, we show a comparative study between the presence and absence of the dynamic model and the controller confirms the superiority of the proposed approach in terms of precision.
The rest of this paper is organized as follows. The kinetics and dynamics modeling for the wheeled mobile robot that is used in this paper are outlined in Section 2. After that, the design of the trajectory tracking controller for our system is illustrated in Section 3. Results for two reference trajectories (rectangular and a lemniscate), and a comparative study to show the clear difference between using only kinematics versus using kinematics and dynamics are depicted in Section 4. Finally, Section 5 presents a brief conclusion.

2 Mathematical modeling of a differential drive
Wheeled Mobile Robot (WMR)
2.1 Kinematic modeling of the differential drive
Wheeled Mobile Robot (WMR)
The derivations of the WMR’s kinematics utilized in this paper are based on the assumptions [44] below:

1. Design assumptions:
   - The WMR does not contain flexible parts; it is considered a rigid body robot.
   - There is no steering link per wheel; wheels can either go forward or backward only.
2. Operational assumptions:
   - The WMR moves on a planar surface.
   - The translational friction at the point of contact between a wheel and the surface is large enough so that no translational slip may occur.

To start modeling the WMR, we provide some background information from [45]. In order to illustrate the position of the robot on the plane, we establish a relationship between the global reference frame on the plane and the local reference frame on the robot. These frames are shown in Fig. 1. The axes \( X_I \) and \( Y_I \) define the inertial global reference frame on the plane, and \( X_R \) and \( Y_R \) define the robot’s local reference frame. The origin is \( O \). To specify the position of the WMR, we choose a point \( P \) to represent the position reference point of the robot chassis; the pair \( [X_R Y_R]^T \) represents the robot reference frame point, also referred to as the local frame point, this pair pass-through the point \( P \) and defines the WMR’s local reference frame. The position of \( P \) in the global reference frame is specified by coordinates \( x \) and \( y \), and the angular difference between the global and local reference frames (i.e. the angle between \( X_I \) and \( X_R \)) is given by \( \theta \). The position of the robot is then completely specified by the three variables \( x, y, \theta \). We define a 3 by 1 vector \( q_t \) describing the robot posture where \( q_t \) represents the global frame and \( q_n \) represents the local frame, we also define the orthogonal rotation matrix \( R(\theta) \) as follows:

\[
q_t = \begin{bmatrix} x, y, \theta \end{bmatrix}^T
\]

\[
R(\theta) = \begin{bmatrix} \cos \theta & \sin \theta & 0 \\ -\sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

So \( R(\theta) \) defines the relation between \( q_t \) and \( q_n \) in Eq. (3):

\[
\dot{q}_t = \begin{bmatrix} \dot{x}, \dot{y}, \dot{\theta} \end{bmatrix}^T = f(l, r, \phi_r, \phi_l).
\]

The differential drive robot has two wheels, each with a diameter \( r \). Given a point \( P \) centered between two drive wheels, each wheel is at a distance \( l \) from \( P \). Given \( r, l, \theta \) and the spinning speed of each wheel \( \phi_r \) and \( \phi_l \), a forward kinematic model for the robot’s overall speed in the global reference frame is:

\[
\dot{q}_t = \begin{bmatrix} \dot{x}, \dot{y}, \dot{\theta} \end{bmatrix}^T = f(l, r, \phi_r, \phi_l).
\]

The speed of each wheel in the robot frame is \( r\phi \), therefore the translation speed in the robot frame is the average velocity:

\[
v = \frac{r\phi_r + r\phi_l}{2}
\]

\[
w = \frac{r\phi_r}{2l} - \frac{r\phi_l}{2l}.
\]

Before we present the derivation of the kinematic model of the WMR, two constraints will be presented for every fixed wheel. Fig. 2 shows a wheel \( A \) and describes its pose with respect to the local reference frame. Where \( \alpha \) and \( \beta \) determine the orientation of the wheel with respect to the local frame. The first constraint enforces the concept of rolling contact i.e., that the wheel must roll when motion takes place in the appropriate direction, represented by Eq. (7). The second constraint enforces the concept of no lateral slippage (i.e., that the wheel must not slide orthogonal to the wheel plane), represented by Eq. (8).
The centripetal and Coriolis matrix, \( \lambda \) is the surface friction matrix, in Eq. (11) is the centripetal and Coriolis matrix, and potential energy is zero, therefore \( V = 0 \). To calculate the kinetic energy, we introduce a new point in the configuration space \( q \) and subject to \( m \) constraints may be described by Eq. (13):

\[
M(q) \ddot{q} + V(q, \dot{q}) + F(q) + G(q) = B(q)\tau - \lambda^T(q)\lambda.
\]

where:

- \( M(q) \) is a symmetric positive definite inertia matrix,
- \( V(q, \dot{q}) \) is the centripetal and Coriolis matrix,
- \( F(q) \) is the surface friction matrix,
- \( G(q) \) is the gravitational vector,
- \( B(q) \) is the input transformation matrix,
- \( \tau \) is the input vector,
- \( \lambda^T(q) \) is the kinematic constraint matrix,
- \( \lambda \) is the Lagrange multipliers vector of forces.

To derive the dynamic model, we use the Euler-Lagrange approach that is:

\[
\frac{\partial}{\partial q_i} \left( \frac{\partial T}{\partial \dot{q}_i} \right) - \frac{\partial T}{\partial q_i} = \sum_{j=1}^{m} \lambda_j \dot{q}_j + Q_i = 1, 2, ..., n.
\]

where:

- \( q_1, q_2, ..., q_n \) are the generalized coordinates,
- \( L = T - V \) is the Lagrangian which is the difference between the systems kinetic energy \( T \) and potential energy \( V \).
- \( \lambda_j \) is the Lagrange multiplier which relates the constraints to the constraint forces.
- \( Q_i \) is the nonconservative forces in the system.

First, we calculate the kinetic and potential energies. Because the robot's movement is restricted to the ground, the potential energy is zero \( V = 0 \), therefore \( L = T \). To calculate the kinetic energy, we introduce a new point in the robot c, and the kinetic energy function can be derived according to the velocities shown in Fig. 3.

To find the velocity of the point P and C:

\[
x_c = x_p + \alpha \cos \theta
\]

\[
y_c = y_p + \alpha \sin \theta,
\]

\[
\dot{q}_1 = R(\theta)^{-1} \begin{bmatrix}
\frac{r \phi_x + r \phi_y}{2} \\
\frac{r \phi_x - r \phi_y}{2l} \\
0
\end{bmatrix}
\]

\[
q_i = R(\theta)^{-1} \begin{bmatrix}
\frac{r \phi_x + r \phi_y}{2} \\
\frac{r \phi_x - r \phi_y}{2l} \\
0
\end{bmatrix}
\]

The linear velocity \( v \) of the robot is always heading in the \( x_\theta \) direction of the robot's reference frame due to the non-holonomic constraint and the angular velocity is \( w \) can be considered as the rotation speed of the local reference \( q_R \) frame with respect to the global reference frame \( q_p \), by writing Eq. (11) in terms of \( v \) and \( w \):

\[
\dot{q}_1 = \begin{bmatrix}
\cos \theta & \sin \theta & 0 & \frac{r \phi_x + r \phi_y}{2} \\
\sin \theta & -\cos \theta & 0 & \frac{r \phi_x - r \phi_y}{2l} \\
0 & 0 & 1 & \frac{v \cos \theta}{w} \\
0 & 0 & 1 & \frac{v \sin \theta}{w}
\end{bmatrix}
\]

2.2 Dynamic modeling of the WMR

The dynamics of a robot is essential in designing a controller for the robot. By modeling forces that include energies and velocities associated with the motions. It is very important to study the dynamics because the kinematics study is geometrical, hence, doesn't consider forces affecting the robot.

In order to design a dynamic model for our robot, we provide some background information from [46].

A non-holonomic mobile robot with n-dimensional configuration space \( L \) with generalized coordinates \( (q_1, q_2, ..., q_n) \) and subject to \( m \) constraints can be written in Eqs. (9), (10) [22]:

\[
A(q) \ddot{q} = 0
\]

\[
A(q) = \begin{bmatrix}
-\sin \theta & \cos \theta & a & 0 & 0 & \frac{x_p}{r} \\
\cos \theta & \sin \theta & L - R_\theta & 0 & \theta & \frac{y_p}{r} \\
\cos \theta & \sin \theta & -L & R_\theta & 0 & \frac{\phi_\theta}{r}
\end{bmatrix}
\]

The above representation of the non-holonomic constraint is useful when we want to take the constraints into account in the dynamic modeling.

The combination of the wheel rolling and sliding constraints for all wheels of the robot describes the kinematic behavior and the resulting equation is the Eq. (11) [46]:

\[
q_i = R(\theta)^{-1} \begin{bmatrix}
\frac{r \phi_x + r \phi_y}{2} \\
\frac{r \phi_x - r \phi_y}{2l} \\
0
\end{bmatrix}
\]

\[
\dot{q}_1 = R(\theta)^{-1} \begin{bmatrix}
\frac{r \phi_x + r \phi_y}{2} \\
\frac{r \phi_x - r \phi_y}{2l} \\
0
\end{bmatrix}
\]
In order to find the dynamic equations using the above generalized coordinates Eq. (24) and Eq. (25) and the Lagrangian from Eq. (23), and then substituting in the Lagrange equation Eq. (14), we have:

\[ m\ddot{x_c} + ma\ddot{\theta}\sin\theta + ma\dot{\theta}^2\cos\theta = F_x + C_x, \]

\[ m\ddot{y_c} - ma\ddot{\theta}\cos\theta + ma\dot{\theta}^2\sin\theta = F_y + C_y, \]

\[ (I_c + 2ma^2)\ddot{\theta} + ma\ddot{x_c}\sin\theta - ma\dot{y_c}\cos\theta = \tau + C_\theta, \]

where:

- \( F_x, F_y \) are the actuator forces in the x-direction and y-direction respectively.
- \( \tau \) is the actuator rotational torque on the robot.
- \( C_x, C_y \) and \( C_\theta \) are the constraint forces in the x, y and \( \theta \) direction.

\( F_x, F_y \), and \( \tau \) are obtained and presented in Eq. (29):

\[
\begin{bmatrix}
F_x \\
F_y \\
\tau
\end{bmatrix} = \frac{1}{R_c} \begin{bmatrix}
\cos\theta & \cos\theta \\
\sin\theta & \sin\theta \\
L & -L
\end{bmatrix} \begin{bmatrix}
r_x \\
r_y
\end{bmatrix}.
\]

According to the constraint equation shown in Eq. (10), the constraint forces will become:

\[
\begin{bmatrix}
C_x \\
C_y \\
C_\theta
\end{bmatrix} = \begin{bmatrix}
m(\dot{x_c}\cos\theta + \dot{y_c}\sin\theta)\dot{\theta}\sin\theta \\
-m(\dot{x_c}\cos\theta + \dot{y_c}\sin\theta)\dot{\theta}\cos\theta \\
ma(\dot{x_c}\cos\theta + \dot{y_c}\sin\theta)\dot{\theta}
\end{bmatrix} = A'(q)\lambda.
\]

Now, Eqs. (26)–(28) can be presented in matrix form as follows:

\[
\begin{bmatrix}
m & 0 & m\sin\theta \\
0 & m & -ma\cos\theta \\
masin\theta & -ma\cos\theta & I_c + 2ma^2
\end{bmatrix} \begin{bmatrix}
\dot{q} \\
\ddot{q}
\end{bmatrix} = \begin{bmatrix}
m\dot{\theta}^2\cos\theta \\
-m\dot{\theta}^2\sin\theta \\
0
\end{bmatrix} \dot{q}.
\]

Comparing the Eq. (31) with the general form for a robot dynamic equation Eq. (13), we have the following parameters for the differential drive mobile robot system.
Substituting Eq. (34) and Eq. (36) in Eq. (31) and multiplying the resultant equation by $S^T(q)$, the result will be as follows:

$$
\overline{M}(q)v_\tau(t) + \overline{V}(q, \dot{q})v_\dot{\tau}(t) = \overline{B}(q)\tau,
$$

(37)

where

$$\overline{M}(q) = S^T(q)M(q)S(q) = \begin{bmatrix} m & 0 \\ 0 & I_c + ma^2 \end{bmatrix},$$

$$\overline{V}(q, \dot{q}) = S^T(q)M(q)\dot{S}(q) + S^T(q)M(q)S(q)\theta = \begin{bmatrix} 0 & -ma\dot{\theta} \\ ma\dot{\theta} & 0 \end{bmatrix},$$

$$\overline{B}(q) = S^T(q)B(q) = \frac{1}{R_c} \begin{bmatrix} 1 & 1 \\ L & -L \end{bmatrix}. $$

The new system in matrix form as shown in

$$
\begin{bmatrix} m & 0 \\ 0 & I_c + ma^2 \end{bmatrix} v_\tau(t) + \begin{bmatrix} 0 & -ma\dot{\theta} \\ ma\dot{\theta} & 0 \end{bmatrix} v_\dot{\tau}(t) = \frac{1}{R_c} \begin{bmatrix} 1 & 1 \\ L & -L \end{bmatrix} \tau.
$$

(38)

3 Controller design

In general, the trajectory tracking problem returns into designing a dynamic error model controller, therefore the following steps should be taken.

First, design the kinematic controller to make the position error asymptotically stable. Then, design a dynamic controller to compute the torque such that the mobile robot’s velocities converge to the given velocity inputs from the kinematic controller. In other words, we divide the controller design into two stages. The first one, the kinematic controller to control the position, and the dynamics controller to control the speed (i.e., the output velocity of the kinematic controller is the input velocity to the dynamic controller), therefore the control scheme looks like Fig. 4.

3.1 Kinematic controller design

The kinematic controller used here uses two postures for the robot: the reference posture $q_r = [x_r, y_r, \theta_r]^T$ and the current position of the robot as $q = [x, y, \theta]^T$ we define then the tracking error model in the basis of the frame linked to the mobile platform or the local frame as follows:

$$
\dot{q} = \dot{S}(q)v_\tau(t) + S(q)v_\dot{\tau}(t).
$$

(36)
We differentiate Eq. (39) with respect to time; we get the error dynamics for the tracking problem which can be written as follows [5]:

\[
\begin{align*}
\dot{x}_e &= w y_e - v_x + v_x \cos \theta_e \quad (40) \\
\dot{y}_e &= -w x_e + v_x \sin \theta_e \quad (41) \\
\dot{\theta}_e &= w_y - w \quad (42)
\end{align*}
\]

Proof of equations Eqs. (40)–(42) can be found in [22].

Clearly, \( R(\theta) \) is invertible and nonsingular, thus:

\[
\lim_{x \to \infty} [x_1 + x_2 + |\theta|] = 0 
\quad (43)
\]

leads to:

\[
\begin{align*}
\lim_{x \to \infty} x_e &= x_r \\
\lim_{x \to \infty} y_e &= y_r \\
\lim_{x \to \infty} \theta_e &= \theta_r.
\end{align*}
\quad (44)
\]

From [47], it is shown and proved that if \( v_e \) and \( w_r \) are continuous and bounded, \( k_r, k_y, k_\theta \) are bounded, \( v_e \) and \( w_r \) are small sufficiently and \( v > 0 \), then using the control law \( v_e \) will grant asymptotic stability in the sense of Lyapunov using the Lyapunov function \( V \), where

\[
v_e = \begin{bmatrix}
 v_x \cos \epsilon_0 + k_x \epsilon_x \\
 w_x + k_y \epsilon_x + k_\theta \sin \epsilon_0
\end{bmatrix}
\quad (47)
\]

\[
V = \frac{1}{2} (x_e^2 + y_e^2) + \frac{1}{k_y} (1 - \cos \epsilon_0).
\quad (48)
\]

Also, \( k_r, k_y, k_\theta \) are positive constants, the stability of this control law was proved using the Lyapunov stability method in [22].

### 3.2 Dynamic controller design

The previous section was about selecting a velocity control \( v(t) \) defined in Eq. (47) for the kinematic model of the robot. In this section, we illustrate our contribution to the literature which is converting this control velocity into a torque control \( \tau \) for the actual physical robot.

Now, we consider the equations of motion of the non-holonomic mobile robot platform that is given by Eq. (34) and Eq. (38) and they are shown below:

\[
\begin{align*}
\dot{q} &= S(q) v_e (t) \\
\tau &= B(q) v_e (t) + \overline{M(q)} \dot{v}_e (t + \overline{V}(q, \dot{q}) v_e (t)) = \overline{B}(q) \tau.
\end{align*}
\quad (49)
\]

If we choose \( \tau \) as follows:

\[
\tau = \overline{B}^{-1}(q) \left[ \overline{M}(q) \dot{v}_e (t + \overline{V}(q, \dot{q}) v_e (t)) \right].
\quad (50)
\]

Then, Eq. (50) becomes:

\[
\dot{v}_e (t) = v.
\quad (52)
\]

Now we can choose \( v = v_e \) from the kinematic controller.

### 4 Results and discussions

In this section, we illustrate the performance of the controller proposed through some simulation results for the tracking of a lemniscate trajectory. The proposed controller is simulated using MATLAB/SIMULINK, the parameters for the physical robot and DC motors are adopted
from [48] and [49]. Many simulations were executed, with
different parameters each time, the ones we depict here are
the ones that we were satisfied with.

The Feedback linearization-based controller is tested
with perfect knowledge of the parameters; the initial
robot pose was $q_0 = [0, 1, 0]^T$ and the initial reference
position was $q_0^\text{ref} = [0, 0.75, \pi/4]^T$. The Polygon trajecto-
ries are represented using parametric equations like the
following formulation:

$$\text{traj} = \left[ (x(0), y(0)), (x(1), y(1)), \ldots, (x(t), y(t)) \right].$$

Where $t$ is the simulation time, and the lemniscates tra-
jectory was simulated with constant velocity $v_d = 0.4$ m/s,
and was described by Eqs. (53)–(55):

$$x = 0 + \sin\left( \frac{t}{20} \right)$$  \hspace{1cm} (53)

$$y = 0.8 + 2\sin\left( \frac{t}{10} \right)$$  \hspace{1cm} (54)

$$\theta_d = \alpha \tan \left( \frac{y}{x} \right).$$  \hspace{1cm} (55)

The results for the rectangle trajectory gotten by the
proposed IOSFL controller is shown in Figs. 5–8, starting
off with trajectory tracking in Fig. 5, then, tracking error
of $x$, $y$, and $\theta$ in Fig. 6, followed by the linear and angu-
lar velocity of the mobile robot and the desired velocity
in Fig. 7. The same order for the lemniscates trajectory
results from Figs. 8–10.

We conducted some experiments to ensure that the con-
trol system is stable, these experiments include changing the
controller parameters, and the best values we found are in
Table 1, the control parameters need to be sufficiently small
to avoid oscillatory behavior and eventually instability.

### 4.1 First scenario: rectangular shape

The first simulation trajectory is a rectangular shape that
has the configuration

$$\text{traj} = \left[ (0, 0), (1.8, 0), (1.8, 1.8), (0, 1.8), (0, 0) \right].$$

The robot trajectory is represented by a continuous line
and the reference trajectory is given with dots. The move-
ment direction is indicated by arrows and successive num-
bering. The green circle indicates the initial position of the
robot $q$, and the red circle indicates the initial position of
the reference trajectory $q_0^\text{ref}$. Pay attention to the high posi-
tion error at the beginning, which is because the reference
trajectory starts at a point far from the initial position, after about the position error is kept in acceptable limits by the feedback linearization controller and the robot can achieve the objective in small time, roughly 8.5 sec, after the 10th second, the robot was already on the track, and stood there for the whole remaining 190 sec of the simulation, another observation to be noticed is the small error when the robot is turning, which can be reduced by reducing the turning speed thereby giving time for the robot to respond to the control signal, Next the three error components are depicted.

As one can see from Fig. 6, the error convergence is properly ensured by the controller. The longitudinal and lateral errors are less than 0.1 m. Also, as we can see in the second plot (e_y), the error starts from −1 which is the difference between the starting point of the robot (y = 1) and the starting point of the reference trajectory (y = 0) that goes to zero after a short time and stays very close to it for the whole simulation.

The above Fig. 7 illustrates the desired linear velocity, the robot linear velocity, the desired angular velocity, and the robot current angular velocity respectively, as we can see in the results above, the current and desired velocities are almost exactly the same for all simulations, which means the controller is doing perfect tracking. In the interval [0,45[∪]55,95[∪]105,145[∪]145,195], the linear velocity is nonzero and the angular velocity is zero,
that's where the robot is moving in straight, in the interval $(145.55, 195, 105, 145.155, 195, 200]$, the linear velocities $v_i$ and $v_r$ are zero, and the angular velocities $w_i$ and $w_r$ are nonzero, that's where the robot is rotating.

### 4.2 Second scenario: lemniscates trajectory

The robot trajectory is represented by a continuous line and the reference trajectory is given with dots. The movement direction is indicated by arrows and successive numbering. The orange circle indicates the initial position of the robot and the red circle indicates the initial position of the reference trajectory. As we can see, the position error is kept in acceptable limits by the feedback linearization controller (0.1 m) and the robot can achieve the objective in a small-time, somewhere around 4.5 sec, the reason why it was faster than the other scenario is that the robot's initial state was very close the reference's initial state. After the 5th second, the robot was already on the track and stood there for the whole remaining 105.5 sec of the simulation. Next, the three error components are depicted.

As we can see from Fig. 9, the error convergence is properly ensured by the controller. An observation to be noticed is the difference in errors when the reference is a polygon, and when it is a lemniscate, the errors in a polygon are only noticeable in turns, contrarily, in the lemniscates, the errors are always nonzero because the linear and angular velocities are both nonzero. The longitudinal and lateral errors are less than 0.1 m for the whole simulation after the robot gets on the trajectory (i.e., after 4.5 sec). As for the heading error, it is less than 4 rad since the beginning. Next, the linear and angular velocities results are depicted.

Fig. 10 illustrates the desired linear velocity on the top (first one), the robot linear velocity (the second one), the desired angular velocity (the third one), and the robot current angular velocity (fourth and last one), as we can see, the linear velocities are almost exactly the same for all simulations, same for the angular velocities, which means the controller is doing perfect tracking, the linear velocities $v_i$ and $v_r$ are positive, and the angular velocities $w_i$ and $w_r$ are zero, that means the robot is moving in a straight line, in the interval $(0, 18, 22, 48, 52, 78, 82, 111, 113, 120]$, on the other hand, the linear velocities $v_i$ and $v_r$ are almost zero, and the angular velocities $w_i$ and $w_r$ are nonzero, that means the robot is turning, in the interval $(18, 22, 48, 52, 79, 83, 109, 111]$,.

One can also see that, the angular velocities are negative in $[18, 22]$ and $[48, 52]$, and that is because the robot is turning against theta's positive direction, which is clockwise, however, the angular velocities in $[79, 83]$ and $[109, 111]$ are positive, because the robot is turning with theta's positive direction (i.e., counter-clockwise). Next, Figs. 11, 12 show a comparison between the proposed controller (on the left-hand side) and the same controller without the dynamics controller and model (on the right-hand side) for a rectangle reference trajectory and a lemniscates reference trajectory respectively, it is quite obvious that the dynamic system and dynamic controller take into account the system nonlinearities or when the motors aren't strong enough to allow for neglecting the dynamics, and gives a closer result to the real robot, especially at the first 10 sec of the simulation.

### 4.3 Comparative study between position control only and position and velocity control

To test the performance of the proposed controllers, we will show the difference between two control schemes, first one is when we use only the kinematics controller, the second one is when we use both controllers (kinematics and dynamics) to show the difference between the two, first we will start with the trajectory tracking plots, then tracking errors, and finally velocities (linear and angular).

As shown in Figs. 11, 12, the same reference trajectories for a rectangle and a lemniscate, respectively, are used for both simulations in both scenarios, represented by dashed lines, on the left, the simulation of the WMR using both controllers is shown and on the right, the simulation of the WMR using only the kinematic controller is shown, it is very obvious that in the start of the simulation, the kinematic controller doesn't show the error in tracking, whereas, when considering dynamics, it is taken into account the take-off of the car, which is due to the nonlinearities, the controller parameters, the saturations, this is very important when experimental implementations take place.

Figs. 13, 14 depict a comparison between the tracking error of the two controllers for both scenarios is made, on the left, the tracking error using the (kinematic and dynamic) controller, on the right, the tracking error using the (kinematic only) controller is shown, again, when the robot is taking off, the difference in errors is very clear. Finally, the linear and angular velocities plots will be depicted.

In Figs. 15, 16, we have the desired and robot's linear and angular velocities, in the top and bottom for the rectangle and lemniscates reference trajectories respectively, the results for the proposed controller are on the (left) and the for the kinematic controller are on the (right).
It is quite obvious that the proposed controller takes the velocities into account, which is an advantage with regards to the kinematic controller that has no influence on it.

5 Conclusion
Trajectory tracking and control of differential drive robots along different regular trajectories were introduced. The proposed controller uses a high-level controller which computes the linear and angular velocities then send them to a low-level controller that controls the motors. The IOSFL controller has been tested with perfect knowledge of the robot’s parameters and dynamics and without any noise or disturbances. It is very sensitive to control parameters (this is one of its limitations), it is suitable for non-autonomous control systems such as trajectory tracking of mobile robots [5]. Errors produced at turns are due to the turning radius of the robot, this error is found to be the main limitation of the current control strategy, however, this error at turns can be reduced by reducing the turning speed thereby giving time for the robot to respond to the control signal.

Considering the robot's dynamics make it more suitable for real-time experiments since it takes into account the internal forces of the system, these nonlinearities can't be neglected.

The future work includes penalizing the error in the start of the simulation as well as the development of a control algorithm to reduce the error in tracking when turning as seen in this paper which will be more realistic in the present scenario.
Fig. 13 A comparison between the tracking errors of the two controllers (proposed on the left and kinematic only on the right) for the rectangle scenario.

Fig. 14 A comparison between the tracking errors of the two controllers (proposed on the left and kinematic only on the right) for the lemniscates scenario.
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Fig. 15 A comparison between the linear velocities (top) and angular velocities (bottom) of the two controllers (proposed on the left and kinematic only on the right) for the rectangle scenario

Fig. 16 A comparison between the linear velocities (top) and angular velocities (bottom) of the two controllers (proposed on the left and kinematic only on the right) for the lemniscates scenario


