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Abstract

The paper presents how Ārtap can be used for determining the equivalent circuit parameters of a one phase transformer as a 

benchmark problem. The following unknown parameters of the equivalent circuit are identified: primary resistance and primary 

leakage reactance, secondary resistance and secondary leakage reactance, finally magnetizing resistance, and magnetizing reactance. 

The known quantities from measurement are the primary voltage, primary current, power factor, secondary voltage, and the load 

resistance. Algorithms implemented in Ārtap are used for determining the transformer parameters and the results are compared 

with the analytical solution.
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1 Introduction
Transformers are passive components, which transfer 
electrical energy from one electrical circuit to another. 
There is plenty of type of transformers exist in the indus-
try. Many aspects can classify them: by their rating, man-
ufacturing technology, application, etc. [1–3]. The design 
optimization and the accurate modeling of transformers 
can be numerically expensive and complex engineering 
task, where many physical domains should be harmonized 
simultaneously [4, 5]. The challenging part of the trans-
former optimization problem highly depends on the appli-
cation and the applied technology. For instance, in the case 
of the modern, solid-state transformers, the determination 
of the minimal losses and optimal value of inductances 
needs an accurate calculation of the medium, high-fre-
quency harmonics and the caused non-linearities [6–11]. 
Or in the case of large power transformers, the thermal and 
the electrical properties should be examined together with 
the mechanical stresses in their windings [3, 4, 12–14].

The accurate calculation of these quantities needs cut-
ting edge numerical solvers, which should be validated by 
measurements. There are open benchmark problems pub-
lished and maintained by the Compumag Society [15]. 
These problems are related to simple, analytically for-
mulated problems or measurements. These benchmarks 

aim to compare some selected electromagnetic quantities 
with these given precise measurements or analytical for-
mulations. However, in electrical optimization tasks, the 
machine parameters cannot be calculated directly from 
the geometry. The paper presents a simple, small, shell-
type benchmark transformer manufactured by a simple 
technology, where the primary and secondary windings 
are wounded together. This means that the realized wind-
ing system contains randomly positioned windings. This 
cheap manufacturing technology is very generally used 
because it is precise enough to produce transformer wind-
ings with the given losses, where the transformer's short 
circuit impedance is not important. It can be manufactured 
with higher tolerances, but this is not important in many 
applications. These transformers no-load and short-cir-
cuit performance can be modeled by the transformer's 
well-known T-model parameters [16] and the no-load and 
short-circuit measurements of the transformer.

This parameter estimation's main difficulties are that 
the leakage impedances in the applied transformer model 
are significant, more than ten times higher than the trans-
former's main impedances. Moreover, these quantities are 
not fully physically independent parameters. Therefore, 
finding the optimal solution of the given equation system 
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is a challenging task for the state-of-the-art bio-inspired 
metaheuristic algorithms [17]. Due to the no-free launch 
theorem of the mathematical optimization, these different 
meta-heuristic searches should be compared on the same 
optimization task to determine which one is the most suit-
able for the given optimization problem [18, 19]. 

The presented transformer parameter identification 
problem can be used to benchmark the different optimiza-
tion techniques on this problem and benchmark state-of-
the-art numerical solvers. The source code and the results 
of this simple benchmark problem can be accessible from 
Ārtap's example directory.

2 Ārtap framework
The Ārtap framework [20, 21] is a MIT licensed robust 
design optimization tool, written in Python (Ārtap is 
available for downloading from the web page of [22]). The 
development of the framework is motivated by an indus-
trial brazing process, where several multi-physical Finite 
Element Method (FEM) based solvers, Neural networks 
and Model Order Reduction tools have to be used together 
to make an optimized design of an inductor [23–26]. Ārtap 
is designed to provide a collection of numerical solvers 
and optimization tools for robust design optimization of 
electrical machines [19, 26-29]. Ārtap provides a simpli-
fied interface for integrated optimization and numerical 
libraries. It has a simple, three-layered architecture (Fig. 
1), where the task of the user is to define the Problem 
class and rewrite the evaluate() function. Through the 
algorithm class, the different optimization solvers can be 
invoked automatically, with a single command. Moreover, 

it contains an integrated FEM - solver (Agros suite [30, 
32]) and several interfaces to commercial numerical 
libraries (like COMSOL Multiphysics [33]) and surrogate 
modelling tools [19-21].

In this paper, these optimization algorithms are used 
to analyze the performance of the different optimization 
solvers.

3 Transformer measurement setup
A photo of the transformer measurement setup can be 
seen in Fig. 2, the block diagram is depicted in Fig. 3. 
Measurements have been performed at the Laboratory of 
the e-Mobility Competence Center of the Széchenyi István 
University, Győr.

The nominal values of the type DB-0.25 transformer 
under test manufactured in Hungary are known from the 
nameplate: primary voltage is 230 V, power is 250 VA.

The one phase transformer under test is supplied by the 
primary voltage U1 via a toroid transformer, i.e. U1 can be 
controlled. The secondary coil of the transformer is loaded 
by a variable resistor with resistance RL. The primary volt-
age U1 and current I1, furthermore the secondary voltage 
U2 and current I2 are measured by a power analyzer. Here, 
RMS-values are presented.

The Tektronix PA3000 is a four-channel powerful and 
versatile precision power analyzer designed to accurate 
measurements of electrical power. In this measurement 
setup the RMS-value of the voltage and the current, the 
frequency, the effective power, the reactive power, and the 
virtual power as well as the power factor have been col-
lected by the power analyzer.

Fig. 1 Structure of the Ārtap framework
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The measured data set based on five different loads for 
model identification is shown in Table 1.

4 Analytical parameter identification
The well-known equivalent circuit model of the trans-

former loaded by a resistor RL is shown in Fig. 4 [16].
There are six parameters in the circuit, namely: pri-

mary resistance R1 and primary leakage reactance X1, sec-
ondary resistance R2 and secondary leakage reactance X2, 

both referred to the primary side, furthermore the magne-
tizing resistance Rm and magnetizing reactance Xm.

The known quantities from measurement are listed in 
Table 1:

• the primary voltage U1,
• the primary current I1,
• the power factor cos φ,
• and the secondary voltage U2 across the load resis-

tance RL.

Open circuit and short circuit measurement results are 
plotted in Fig. 5 and in Fig. 6, where the power at nominal 
voltage and the power at nominal current are highlighted.

Analytical parameter identification is known from the 
textbooks. From the open circuit measurement results, the 
parallel connected Rm and Xm can be obtained as:

Table 1 Measured data

U1 [V] 230.34 229.36 229.02 228.13 48.634

I1 [A] 0.116 0.3485 0.57078 1.2748 1.1055

cos ϕ 0.2136 0.9267 0.9693 0.9921 0.9922

U2 [V] 13.026 12.414 11.951 10.95 0.0

RL [Ω] ∞ 2.3448 1.2745 0.4992 0.0

Fig. 2 The transformer measurement setup

Fig. 3 Block diagram of the transformer measurement system
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where P1 = 53.35 W and Q1 = 6.7 VAr, i.e. R1 + R2 = 43.65 Ω 
and X1 + X2 = 5.48 Ω. It can be supposed, that R2 = R1 and 
X2 = X1, i.e. R1 = R2 = 21.8 Ω and X1 = X2 = 2.7 Ω.

5 Parameter identification by Ārtap
An objective function must be set up to solve the parame-
ter identification numerically.

The following objective function has been performed [33]:
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There are three components of the objective function. 
Here I1,calc and φ1,calc are the RMS-value and the phase of 

Fig. 4 Equivalent circuit model

Fig. 5 Open circuit measurements result

Fig. 6 Short circuit measurement result
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the primary current given by the equivalent circuit model. 
These calculated values are compared to I1,meas and φ1, 
meas, i.e. to the RMS-value and the phase of the measured 
primary current. In the last term of the objective function 
U2,calc and U2,meas are the simulated and the measured sec-
ondary voltages.

The primary current can be got by:

I U
Ze

1

1

,
,

calc
=  (8)

where U1 means the measured input voltage, and Ze is the 
equivalent input impedance,
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For further use, the last term, i.e. the equivalent imped-
ance of the parallel elements is denoted by Zp. The second-
ary voltage can be derived from the voltage divider rule as:
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The Ārtap code is as follows. First, some packages must 
be imported, as seen in Algorithm 1.

Next, the problem is defined. The parameters of the 
problem are given with their bounds, then the above 
mentioned objective function is implemented in Python. 
Measured data set is necessary to calculate the objective 
function. The code segment is very easy to understand as 
it is given in Algorithm 2.

The next step is to run the selected algorithm with some 
parameters, like the population number or the population 
size when applying genetic algorithms. In Algorithm 3, 
the SMPSO technique is applied.

Only the second line must be changed to apply another 
genetic algorithm based solver, e.g.:

algorithm NSGAII problem= ( )

or

algorithm EpsMOEA problem= ( ).

At the end, the results of optimization can be got for 
further use, for example to check the identified model 
behavior. It is illustrated in Algorithm 4.

Algorithm 1 Import packages

from artap.problem import Problem
from artap.algorithm_genetic import NSGAII
from artap.algorithm_swarm import SMPSO
from artap.results import Results
import cmath, math

Algorithm 2 Problem definition

class TransformerDataFit(Problem):
def set(self):

self.name = 'Transformer'
self.working_dir = '.'
self.parameters = 
[{'name':'R1',’bounds':[0.1,100]},
{'name':'X1','bounds':[0.1,100]},
{'name':'Rm','bounds':[2000,12000]},
{'name':'Xm','bounds':[1000,4000]}]
self.costs =
[{'name':'F','criteria':'minimize'}]

def evaluate(self, individual):

# Five measured data
U1 = [230.34,229.36,229.02,228.13,48.634]
I1 = [0.116,0.3485,0.57078,1.2748,1.1055]
pF = [0.2136,0.9267,0.9693,0.9921,0.9922]
U2 = [13.026,12.414,11.951,10.95,0.0]
RL = [math.inf,2.3448,1.2745,0.4992,0.0]

# Model parameters
R1 = individual.vector[0]
R2 = R1
X1 = individual.vector[1]
X2 = X1
Rm = individual.vector[2]
Xm = individual.vector[3]
a = U1[0]/U2[0]

# Objective function
F = 0.0
for i in range(len(U1)):

if i == 0:
Zp = 1.0/(1.0/Rm + 1.0/(1j * Xm))

else:
Zp = 1.0/(1.0/Rm + 1.0/(1j * Xm) + 
1.0/(a*a*RL[i] + R2 + 1j * X2))
Ze  = R1 + 1j * X1 + Zp
aZe = abs(Ze)
fZe = cmath.phase(Ze)
F = F+(U1[i]/aZe/I1[i]-1.0)** 2.0

+ (math.cos(fZe)/pF[i]-1.0)**2.0

if i < len(U1)-1:
if i == 0:

U2c = U1[i]*Zp/Ze
else:

U2c = U1[i]*Zp/Ze*a*a*RL[i]/
(a*a*RL[i] + R2 + 1j * X2)

U2c = abs(U2c) / a
F = F+(U2c/U2[i]-1.0)**2.0

return [F]

Algorithm 3 Solver settings 1

problem   = TransformerDataFit()
algorithm = SMPSO(problem)
algorithm.options['max_population_number'] = 500
algorithm.options['max_population_size'] = 100
algorithm.run()

Algorithm 4 Getting the results of the optimization

results        = Results(problem)
res_individual = results.find_optimum()
print(res_individual.vector)
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Some technique requires the setting of the initial con-
ditions, for example the Nelder-Mead method. In this case 
the following modification must be performed to set for 
example the parameter R1:

' ' : ' ', ' _ ' : , ' ' : . , .name R initial value bounds1 1 0 1 100[ ]{ }
The Nelder-Mead algorithm can be run by the lines 

given in Algorithm 5.
After inserting:

from artap.algorithm_scipy import ScipyOpt.

Here, the setting tol is for the tolerance, and the num-
ber of iterations has been set to 100. The algorithm can be 
changed very easily, just the name must be rewritten.

Table 2 presents the comparison of some results obtained 
by different algorithms. SMPSO, NSGAII and EpsMOEA 
are genetic algorithms, giving more or less the same val-
ues. Nelder-Mead method requires to set some initial con-
ditions, and the result depends on it. For example, Nelder-
Mead (1) is with the initial conditions: [10,10,10000,1000], 
and Nelder-Mead (2) is with the initial conditions: 
[1,2,10000,1000]. The difference between initial condi-
tions is quite small, however the results are different. The 
algorithms CG, Powell, COBYLA and BFGS have been 
run with the initial conditions of [1,2,10000,1000] (these 
algorithms can be run easily by changing the algorithm 
name). The algorithm LN_BOBYQA is also very sensitive 

to the initial conditions, which can be applied by imple-
menting the three lines of Algorithm 6.

The algorithm of GN_DIRECT_L_RAND can be tried 
out by changing the name in the last line.

6 Conclusions
The paper presented a simple one phase transformer 
benchmark problem to show, how the different optimi-
zation techniques can be used to determine the equiva-
lent circuit model. Due to the no-free lunch theorem of 
the mathematical optimization, the different optimization 
algorithms should be benchmarked on this or a similar 
problem to decide which one is the most suitable for the 
given optimization task. The optimization problem was 
modeled by the Ārtap framework which software was pro-
vided a simple interface to invoke the different optimi-
zation solvers. The results of the different metaheuristic 
solvers are compared with the exact analytical solution. 
This global optimum is very close to the results of the 
optimization both in the case of the genetic and the parti-
cle swarm optimizer-based solutions.

Algorithm 5 Solver settings 2

algorithm = ScipyOpt(problem)
algorithm.options['algorithm']     = 'Nelder-Mead'
algorithm.options['tol']          = 1e-3
algorithm.options['n_iterations'] = 100
algorithm.run()

Algorithm 6 Solver settings 3

from artap.algorithm_nlopt import NLopt, LN_BOBYQA
algorithm = NLopt(problem)
algorithm.options[‘algorithm’] = LN_BOBYQA

Table 2 Comparison of the results obtained from different algorithms

Algorithm R2 = R1 X2 = X1 Rm Xm

Analytic 21.8 2.7 9308 2033

SMPSO 20.54 5.49 9536 1995

NSGAII 20.57 5.52 9542 1998

EpsMOEA 20.56 5.53 9543 1998

Nelder-Mead (1) 20.57 5.51 9544 1998

Nelder-Mead (2) 1.64 21.8 9265 2019

CG 20.64 4.69 9988 2269

Powell 20.56 5.54 9545 1999

COBYLA 21.35 6.89 9999 1048

BFGS 20.55 6.22 9990 2050

LN_BOBYQA 22.45 1.30 11560 2068

GN_DIRECT_L_RAND 20.45 5.65 10333 2056

References
[1] McLyman, C. W. T. "Transformer and inductor design handbook", 

CRC Press, Boca Raton, FL, USA, 2017.
[2] Orosz, T. "Evolution and Modern Approaches of the Power 

Transformer Cost Optimization Methods", Periodica Polytechnica 
Electrical Engineering and Computer Science, 63(1), pp. 37–50, 
2019.

 https://doi.org/10.3311/PPee.13000
[3] Kulkarni, S. V., Khaparde, S. A. "Transformer Engineering: Design 

and Practice", Marcel Dekker, New York, NY, USA, 2004.

[4] Georgilakis, P. S. "Spotlight on Modern Transformer Design", 
Springer-Verlag London, London, UK, 2009.

 https://doi.org/10.1007/978-1-84882-667-0
[5] Orosz, T., Borbély, B., Tamus, Z. Á. "Performance Comparison of 

Multi Design Method and Meta-Heuristic Methods for Optimal 
Preliminary Design of Core-Form Power Transformers", Periodica 
Polytechnica Electrical Engineering and Computer Science, 61(1), 
pp. 69–76, 2017. 

 https://doi.org/10.3311/PPee.10207

https://doi.org/10.3311/PPee.13000
https://doi.org/10.1007/978-1-84882-667-0
https://doi.org/10.3311/PPee.10207


Kuczmann et al.
Period. Polytech. Elec. Eng. Comp. Sci., 65(2), pp. 123–130, 2021 |129

[6] Huang, A. Q. "Medium-Voltage Solid-State Transformer: 
Technology for a Smarter and Resilient Grid", IEEE Industrial 
Electronics Magazine, 10(3), pp. 29–42, 2016.

 https://doi.org/10.1109/MIE.2016.2589061
[7] Shamshuddin, M. A., Rojas, F., Cardenas, R., Pereda, J., Diaz, M., 

Kennel, R. "Solid State Transformers: Concepts, Classification, 
and Control", Energies, 13(9), Article Number: 2319, 2020.

 https://doi.org/10.3390/en13092319
[8] Elrajoubi, A. M., Ang, S. S. "High-Frequency Transformer Review 

and Design for Low-Power Solid-State Transformer Topology", 
In: 2019 IEEE Texas Power and Energy Conference (TPEC), 
College Station, TX, USA, 2019, pp. 1–6.

 https://doi.org/10.1109/TPEC.2019.8662131
[9] Stepien, M. "Numerical comparison of coils devoted for high 

fields by 2D planar and axisymmetric fem models", In: 2019 IEEE 
60th International Scientific Conference on Power and Electrical 
Engineering of Riga Technical University (RTUCON), Riga, 
Latvia, 2019, pp. 1–4.

 https://doi.org/10.1109/RTUCON48111.2019.8982311
[10] Grzesik, B., Bodzek, K., Stepien, M. "Modular transformer with 

anyturn-to-turn ratio", In: 13th International Symposium on Power 
Electronics, Novi Sad, Serbia, 2005, pp. 2–4.

[11] Arsénio, P., Silva, T., Vilhena, N., Pina, J. M., Pronto, A. "Analysis 
of Characteristic Hysteresis Loops of Magnetic Shielding 
Inductive Fault Current Limiters", IEEE Transactions on Applied 
Superconductivity, 23(3), Article Number: 5601004, 2013.

 https://doi.org/10.1109/TASC.2012.2235896
[12] Orosz, T., Tamus, Z. Á. "Non-linear Impact of the Short Circuit 

Impedance Selection on the Cost Optimized Power Transformer 
Design", Periodica Polytechnica Electrical Engineering and 
Computer Science, 64(3), pp. 221–228, 2020.

 https://doi.org/10.3311/PPee.15331
[13] Orosz, T., Pánek, D., Karban, P., de Oliveira, R. A. H., Murta 

Pina, J. "Medium Frequency Transformer Design with Ārtap 
Framework", In: 2020 27th International Workshop on Electric 
Drives 90th Anniversary (IWED), Moscow, Russia, 2020, pp. 1–4.

 https://doi.org/10.1109/IWED48848.2020.9069502
[14] Del Vecchio, R. M., Poulin, B., Feeney, M. E. F., Feghali, P. T., 

Shah, D. M., Ahuja, R. "Transformer Design Principles: With 
Applications to Core-Form Power Transformers", CRC Press, 
Boca Raton, FL, USA, 2017.

[15] Society, C. "Testing electromagnetic analysis methods (t.e.a.m.)", 
[online] Available at: https://www.compumag.org/wp/team/ 
[Accessed: 27 November 2020]

[16] Chapman, S. J. "Electric Machinery Fundamentals", McGraw Hill 
Education, Maidenhead, UK, 2005.

[17] Yang, X. S. "Nature-inspired optimization algorithms: Challenges 
and open problems", Journal of Computational Science, Article 
Number: 101104, 2020. 

 https://doi.org/10.1016/j.jocs.2020.101104
[18] Ho, Y. C., Pepyne, D. L. "Simple explanation of the no free lunch 

theorem of optimization", In: Proceedings of the 40th IEEE 
Conference on Decision and Control (Cat. No.01CH37228),  
Orlando, FL, USA, 2001, pp. 4409–4414.

 https://doi.org/10.1109/CDC.2001.980896

[19] Orosz, T., Rassõlkin, A., Kallaste, A., Arsénio, P., Pánek, D., 
Kaska, J., Karban, P. "Robust Design Optimization and Emerging 
Technologies for Electrical Machines: Challenges and Open 
Problems", Applied Sciences, 10(19), Article Number: 6653, 2020.

 https://doi.org/10.3390/app10196653
[20] Pánek, D., Orosz, T., Karban, P. "Artap: Robust Design 

Optimization Framework for Engineering Applications", In: 2019 
Third International Conference on Intelligent Computing in Data 
Sciences (ICDS), Marrakech, Morocco, 2019, pp. 1–6.

 https://doi.org/10.1109/ICDS47004.2019.8942318
[21] Karban, P., Pánek, D., Orosz, T., Petrášova, I., Doležel, I. "FEM 

based robust design optimization with Agros and Ārtap", 
Computers & Mathematics with Applications, 2020.

[22] Agros Suite "A multiplatform application for the solution of 
physical problems", [online] Available at: http://www.agros2d.org/
artap/ [Accessed date: 17 December 2020]

[23] Karban, P., Pánek, D., Doležel, I. "Model of induction brazing 
of nonmagnetic metals using model order reduction approach", 
COMPEL - The international journal for computation and 
mathematics in electrical and electronic engineering, 37(4), 
pp. 1515–1524, 2018.

 https://doi.org/10.1108/COMPEL-08-2017-0356
[24] Pánek, D., Karban, P., Orosz, T., Doležel, I. "Comparison of 

simplified techniques for solving selected coupled electro-heat 
problems", COMPEL - The international journal for computation 
and mathematics in electrical and electronic engineering, 39(1), 
pp. 220–230, 2019. 

 https://doi.org/10.1108/COMPEL-06-2019-0244
[25] Pánek, D., Orosz, T., Kropík, P., Karban, P., Doležel, I. "Reduced-

Order Model Based Temperature Control of Induction Brazing 
Process", In: 2019 Electric Power Quality and Supply Reliability 
Conference (PQ) & 2019 Symposium on Electrical Engineering 
and Mechatronics (SEEM), Kärdla, Estonia, 2019, pp. 1–4.

 https://doi.org/10.1109/PQ.2019.8818256
[26] Orosz, T., Pánek, D., Karban, P. "FEM Based Preliminary Design 

Optimization in Case of Large Power Transformers", Applied 
Sciences, 10(4), Article Number: 1361, 2020.

 https://doi.org/10.3390/app10041361
[27] Kaska, J., Orosz, T., Karban, P., Doležel, I., Pechánek, R., 

Pánek, D. "Optimization of Reluctance Motor with Printed Rotor", 
In: 2019 22nd International Conference on the Computation of 
Electromagnetic Fields (COMPUMAG), Paris, France, 2019, 
pp. 1–4.

 https://doi.org/10.1109/COMPUMAG45669.2019.9032792
[28] Daukaev, K., Rassõlkin, A., Kallaste, A., Vaimann, T., Belahcen, A. 

"A review of electrical machine design processes from the 
standpoint of software selection", In: 2017 IEEE 58th International 
Scientific Conference on Power and Electrical Engineering of Riga 
Technical University (RTUCON), Riga, Latvia, 2017, pp. 1–6.

 https://doi.org/10.1109/RTUCON.2017.8124818
[29] Andriushchenko, E. A., Kallaste, A., Belahcen, A., Heidari, H., 

Vaimann, T., Rassõlkin, A. "Design optimization of Permanent 
Magnet Clutch", In: 2020 International Conference on Electrical 
Machines (ICEM), Gothenburg, Sweden, 2020, pp. 436–440.

 https://doi.org/10.1109/ICEM49940.2020.9270726

https://doi.org/10.1109/MIE.2016.2589061
https://doi.org/10.3390/en13092319
https://doi.org/10.1109/TPEC.2019.8662131
https://doi.org/10.1109/RTUCON48111.2019.8982311
https://doi.org/10.1109/TASC.2012.2235896
https://doi.org/10.3311/PPee.15331
https://doi.org/10.1109/IWED48848.2020.9069502
https://www.compumag.org/wp/team/
https://doi.org/10.1016/j.jocs.2020.101104
https://doi.org/10.1109/CDC.2001.980896
https://doi.org/10.3390/app10196653
https://doi.org/10.1109/ICDS47004.2019.8942318
http://www.agros2d.org/artap/
http://www.agros2d.org/artap/
https://doi.org/10.1108/COMPEL-08-2017-0356
https://doi.org/10.1108/COMPEL-06-2019-0244
https://doi.org/10.1109/PQ.2019.8818256
https://doi.org/10.3390/app10041361
https://doi.org/10.1109/COMPUMAG45669.2019.9032792
https://doi.org/10.1109/RTUCON.2017.8124818
https://doi.org/10.1109/ICEM49940.2020.9270726


130|Kuczmann et al.
Period. Polytech. Elec. Eng. Comp. Sci., 65(2), pp. 123–130, 2021

[30] Karban, P., Mach, F., Kůs, P., Pánek, D., Doležel, I. "Numerical 
solution of coupled problems using code Agros2D", Computing, 
95(1), pp. 381–408, 2013.

 https://doi.org/10.1007/s00607-013-0294-4
[31] Kiss, G. M., Kaska, J., de Oliveira, R. A. H., Rubanenko, O., 

Tóth, B. "Performance Analysis of FEM Solvers on Practical 
Electromagnetic Problems", [cs.CE], arXiv:2009.04399, Cornell 
University, Ithaca, NY, USA, 2020. [online] Available at: https://
arxiv.org/abs/2009.04399 [Accessed: 27 November 2020]

[32] COMSOL "Comsol Multiphysics Reference Manual", [online] 
Available at: https://doc.comsol.com/5.4/doc/com.comsol.help.
comsol/COMSOL_ReferenceManual.pdf [Accessed: 17 December 
2020]

[33] Spasov, V., Rangelova, V., Kostov, I., Drambalov, V. "An Efficient 
Approach for Determining Induction Motors Parameters", Acta 
Technica Corviniensis, 8(2), pp. 117–122, 2014.

https://doi.org/10.1007/s00607-013-0294-4
https://arxiv.org/abs/2009.04399
https://arxiv.org/abs/2009.04399
https://doc.comsol.com/5.4/doc/com.comsol.help.comsol/COMSOL_ReferenceManual.pdf
https://doc.comsol.com/5.4/doc/com.comsol.help.comsol/COMSOL_ReferenceManual.pdf

	1 Introduction
	2 Ārtap framework
	3 Transformer measurement setup
	4 Analytical parameter identification 
	5 Parameter identification by Ārtap 
	6 Conclusions 
	References 

