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Abstract

This paper presents a new approach for the challenging problem of image geo-localization using Convolutional Neural Networks (CNNs). 

This latter has become the state-of-the-art technique in computer vision and machine learning, particularly in location recognition of 

images taken in urban environments where the recognition accuracy is very impressive. We cast this task as a classification problem. 

First, we extract features from images by using pre-trained CNN model AlexNet as a feature extraction tool; where the output of the 

fully connected layer is considered as the feature representation. Then, the features extracted from the fully connected layer can 

be used for the classification process by feeding them into the Support Vector Machine (SVM) classifier. We evaluated the proposed 

approach on a data set of Google Street View images (GSV); the experimental results show that our approach can improve the 

classification by achieving a good accuracy rate which is 94.19%.
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1 Introduction
Image geo-localization is a relevant learning and computer 
vision issue that aims to determine the location shown in a 
picture primarily based solely on its visual data. Despite the 
enormous recent advances in computer vision, geo-localiza-
tion is still a difficult problem. This problem is very challeng-
ing under active research, over the past few years, particu-
larly with the increase in the number of images and datasets 
that are publicly available on the Internet, which provide an 
opportunity for research in predicting the geographic loca-
tion of images. Due to the possibility of various applications 
in landmark recognition [1–3], urban reconstruction [4], 
place recognition [5–7], visual navigation [8, 9], building 
recognition [10, 11], and robot vision [12, 13], attention 
from the research community has been drawn to the location 
estimation of images [14–21] over the past decade. 

Generally, image geo-localization is simplified by lim-
iting the problem to city-scale, for example, recognition 
of landmarks and cities [22–24] or natural areas such as 

mountains or deserts [25–27]. Just a few approaches treat 
the task at a global-scale [28–31]. 

Images and locations have a close relationship [32], 
therefore many of these applications require establishing 
a bidirectional relationship between the visual content and 
the location; a task that demands careful content analy-
sis. The information about the location at which an image 
was taken is an important attribute of an image by itself. 
To handle this task, there are two main approaches based 
on retrieval and classification. The former retrieves just 
one relevant image by matching the query and database 
of geotagged images. The correspondences found must 
suffice to estimate the camera pose of the query image. 
The latter tackles the task as a classification problem by 
extracting features from the input images, and then feed-
ing them into a classifier to predict the location of images. 
The efficiency of classification-based approaches depends 
mainly on the power of feature extraction methods. 
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Hence, we aim to enhance the performance of classifica-
tion from Google Street View images (GSV) which often 
include varied visual information to indicate their loca-
tions. To handle this problem effectively, it is required to 
learn powerful features. 

Lately, the Convolutional Neural Network (CNN) 
has demonstrated its ability to extract powerful fea-
tures in many fields, especially in computer vision where 
Deep Learning outperformed previous state-of-the-art 
approaches. This can be used in different applications like 
place recognition [33–35] and location estimation from 
images [36–38]. Hence, the outcomes of these features 
are very good and play an important role in improving the 
accuracy of classification. Therefore, we affirm that image 
geo-localization can greatly benefit from the power of fea-
tures extracted by CNN since the performance could be 
significantly enhanced.

In this paper, we address the problem of improv-
ing location recognition from images taken in urban 
environments by considering it as a classification task. 
For that reason, we use the pre-trained CNN model 
AlexNet as a feature extraction tool, and then feed the 
features extracted from the fully connected layer into the 
Support Vector Machine (SVM) classifier. To the best of 
our knowledge, Street View image classification using 
extracted features from Convolutional Neural Networks 
Models in image geo-localization problem has not yet 
been studied. Experimental results demonstrated the effi-
ciency of our proposed approach.

The remainder of the paper is organized as follows. 
Section 2 reviews related work on image geo-localization. 
Initial knowledge about Convolutional Neural Networks 
(CNNs) and the proposed approach are introduced in 
Section 3. Experimental results are presented and dis-
cussed in Section 4. Finally, Section 5 provides a conclu-
sion of the paper.

2 Related work
Related work on image geo-localization can be approxi-
mately divided into two groups: 

1. approaches based on image retrieval, and 
2. approaches based on classification. 

The most popular method of image geo-localization 
is based on image retrieval. Hays and Efros [28, 29] and 
Vo et al. [30] perform image retrieval using global image 
descriptors in a geo-tagged images database. It is possi-
ble to add different visual features to the image retrieval 

phase. NetVLAD [24] is directly trained for place recog-
nition task in an end-to-end manner based on ranking loss 
using Google Street View data. NetVLAD, inspired by the 
"Vector of Locally Aggregated Descriptors" image repre-
sentation is widely used to retrieve images. Although global 
features have the advantage of retrieving various natural 
scene images based on surroundings information, local 
image features provide greater accuracy in the retrieval 
of structured objects like buildings and are therefore used 
more frequently [1, 7, 20, 22, 39, 40]. Noh et al. [41] pro-
pose DELF (DEep Local Feature); an attentive local fea-
ture descriptor for image retrieval.

Otherwise, the image geo-localization based on clas-
sification formulates the issue as a classification task. 
Vo et al. in [30] and Weyand et al. in [31] to predict the 
geo-location of an input image, a classifier is trained. 
While the geo-location is depicted in a continuous space, 
approaches based on a classification quantify the map 
of the whole earth into a set of geo-classes equivalent to 
partitioned zones. Based on their GPS tags, the training 
images are labelled into the corresponding geo-classes. 
At testing time, the geo-class centre with the highest 
score is considered as the predicted location of an input 
image. Compared to methods based on image retrieval, 
this method is lightweight in terms of memory and time 
complexity. The accuracy of prediction depends on gen-
erated geo-class set. Because each image belonging to the 
same geo-class has a corresponding predicted geo-loca-
tion, it is preferable to obtain accurate predictions through 
more fine-grained partitioning. Increasing the number of 
geo-classes, however, is not always easy as it increases 
the number of parameters linearly and makes the network 
susceptible to overfitting training data. 

In [14, 20, 42–44], approaches based on pose estima-
tion match query images against 3D models of a region, 
and use 2D-3D feature correspondences to determine 
6-DOF query poses. Sattler et al. [43] first implement 
image retrieval rather than directly matching against a 
3D model to obtain less accurate locations and then esti-
mate poses using retrieved images. Based on a convolu-
tional neural network, PoseNet [45, 46] handles pose esti-
mation as an issue of regression, where the accuracy is 
enhanced by adding an intermediate LSTM layer to mini-
mize dimensionality [47].

Another related area of research is landmark recogni-
tion [40, 48, 49]. The images are grouped by their geo-lo-
cations and visual resemblance to create a database of 
widespread landmarks. The database works as an index of 
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the image retrieval system [50, 51] or as training data of 
the landmark classifier [52–54]. Cross-view geo-location 
recognition uses satellite or aerial imagery to determine 
the location of query [48, 49, 55, 56].

Deep learning is a newly developed approach aimed 
at showing excellent results and demonstrating that it is 
capable of deriving powerful features in different tasks 
of computer vision. It extracts high-level features com-
puted from a whole image component where detailed fea-
tures based on deep learning like Convolutional Neural 
Networks can be learned directly from images because 
it is more effective than traditional handcrafted features. 
CNNs are the main examples of the potential of neural 
networks to learn feature representations and patterns 
from images to perform complicated tasks like object rec-
ognition and image classification. 

Recently, deep learning methods provide an increase 
in the performance of location recognition and thus 
open the direction to new computer vision applications 
which depend on rich representations of image content. 
Therefore, the researchers have successfully applied dif-
ferent CNN architectures to estimate the location of 
images [36, 37, 49, 55, 57] and recognize places and loca-
tions [2, 31, 34, 56, 58, 59].  Müller-Budack et al. [36] 
address the problem of geo-location estimation by using 
a multi-partitioning approach to incorporate hierarchical 
experience at different spatial resolutions, furthermore 
extracting and getting information about various types 
of environments for example: indoor, natural and urban. 
They consider image geo-localization as a classification 
task by dividing the globe into geographical cells with 
an equal number of images like the work of PlaNet [31]. 
The authors in [37] show the effectiveness of Delaunay 
triangles which are a kind of mesh for geo-location in 
comparatively low volume scenarios. The work contrib-
utes to image geo-location estimation by proposing a new 
global meshing approach, defining an assortment of train-
ing methods to avoid large data limitations in the training 
of these models, and illustrating how to use integrating 
additional information to improve the performance of a 
geo-location inference model. In [49], the authors use deep 
convolutional neural networks to address the problem of 
cross-view image geo-localization, which entails match-
ing ground-level queries against aerial imagery to locate 
them. In addition, they propose a network architecture 
that combines features extracted from aerial images at dif-
ferent spatial scales. Lin et al. [55] provide an approach 

Where-CNN which inspired by the success of deep learn-
ing in face verification to improve the localization of 
ground-level query images by matching it to a reference 
database of aerial images. In this work, the image geo-lo-
calization is framed as an identity verification task. When 
it comes to image geo-location, image retrieval methods 
are commonly used. But in [31], the authors treat the prob-
lem as classification by dividing the earth into thousands of 
multi-scale geographic cells and then training a deep net-
work by using millions of geo-tagged images. The model 
called PlaNet proved that it outperforms previous methods 
and reaches superhuman levels of precision in some cases. 
Tian et al. [56] handle the problem of cross-view image 
geo-localization to estimate the GPS position of a query 
street view image by finding its convenient images in a 
reference database of geo-tagged bird's eye view images, 
or vice versa. They introduce a novel structure for cross-
view image geo-localization that benefits from deep con-
volutional neural networks' great success in image clas-
sification and object detection. The Faster R-CNN is first 
used to recognize buildings in the query and reference 
images. Then, using a Siamese network trained on both 
positive and negative matching image pairs to retrieve 
the k nearest neighbors from the reference buildings for 
each building in the query image. Based on dominant sets, 
the authors develop an efficient multiple nearest neigh-
bors matching method to find the proper NN for each 
query building. In [58], the authors utilize the convolu-
tional neural network model AlexNet to classify the Street 
View images. When they use max pooling as a sampling 
model, adjust the number of samples as 128 for one itera-
tion and cropped at random the same picture out as other 
parts for the input model to train attains good accuracy. 
The paper [59] treats the task of defining the geographical 
location of a photo using a deep neural network based on 
the ResNet architecture and presents four different strate-
gies of integrating low-level cardinality information. This 
model achieves an obvious accuracy.

3 Methodology
The overview of our proposed approach is shown in 
Fig. 1. In this part, we will first go over the classic archi-
tecture of Convolutional Neural Networks (CNNs) and 
the pre-trained CNN architecture, AlexNet, which is 
assessed in this paper. Results of the suggested approach 
for image geo-localization are then thoroughly evaluated 
and extracted.
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3.1 Typical Convolutional Neural Networks 
architecture
CNNs are among the most effective learning algorithms 
for image content understanding and have demonstrated 
outstanding performance, especially in image classifica-
tion. They are biologically inspired; wherein each CNN 
there are four main blocks: 

• Convolutional Layer is a group of learnable fil-
ters, which help to take spatial features. The out-
put from each filter is an activation map of two-di-
mensional; they are then piled to get the final result. 
Convolutional layers utilize the same set of weights 
across all filters, minimizing the overall amount of 
parameters needed.

• Non-Linearity (ReLU) is required for any type of 
neural network to be effective. Non-linearity is 
required for any type of neural network to be effec-
tive. Several CNN uses Sigmoid Non-Linearity but 
it has some disadvantages. Non-linearity is required 
for any type of neural network to be effective. ReLU 
is the abbreviation for Rectified Linear Unit, which 
is a more powerful non-linear operation. Almost all 
the latest architectures of CNN, such as AlexNet, 
used ReLU.

• Pooling Layers are put between convolutional layers. 
They perform a pooling operation to reduce the size 
of each feature map and the number of parameters by 
max or average pooling functions. Also the compu-
tations in the network to control the overfitting.

• Fully Connected Layers help to perform tasks of 
classification. They are following the convolution 
and pooling layers, which are added to complete the 
CNN architecture.

3.2 AlexNet architecture
AlexNet is the name of a convolutional neural network 
architecture created by Alex Krizhevsky, Ilya Sutskever 
and Geoffrey E. Hinton [60]. It is a very deep convolu-
tional neural network where there are additional filters per 
layer, also is provided with stacked convolutional layers. 
As shown in Fig. 2 [61], it contains 5 convolutional lay-
ers, 3 max-pooling layers, and 3 fully connected layers. 
To help to minimize training time, AlexNet used ReLU 
and to avoid the problem of overfitting to the training data, 
AlexNet employs dropout layers.

The major outcome of the original study [60] was that 
the depth of the model was important for its high perfor-
mance, which was computationally expensive but made 
possible because of using Graphics Processing Units 
(GPUs) during training.

On September 30, 2012, AlexNet participated in the 
ImageNet Large Scale Visual Recognition Challenge and 
became the pioneer of deep CNN that won the competition 
with 84.6% accuracy.

3.3 Street View image classification using pre-trained 
CNN model extracted features
In this paper, we present a method for implementing 
a supervised learning model for Street View image classi-
fication by using CNN extracted features. Our method is 
comprised of two phases: 

1. extraction of features from input images by using 
CNN model, which is considered the main task of 
this study, and 

2. classification of the input image based on features 
extracted by utilizing SVM Classifier for determin-
ing the location of Google Street View image.

3.3.1 Features extraction tool
We used pre-trained CNN architecture, called AlexNet, 
as a features extractor; where the output of the fully con-
nected layer is considered as the feature representation. 
We eliminate the last fully connected layer and extract 
features from the second fully connected layer to get a 
feature vector of size 4096 as shown in Fig. 3 that can be 
utilized directly to predict the location of images. 

Fig. 1 Flowchart of our proposed approach for Street View image 
classification
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Fig. 2 Architecture of AlexNet (designed by M. Djouadi, adapted from [61])

Fig. 3 Feature vector extracted from second Fully Connected layer (FC2), the dimension of this vector is 4096 (designed by M. Djouadi, adapted from [61])

3.3.2 Google Street View image classification
We used a supervised learning approach based on deep fea-
ture descriptors generated in the previous step to identify 
the location of input images by feeding them into a clas-
sifier. To accomplish this, we apply an efficient classifier 
known as Support Vector Machine (SVM) because of its 
capacity to cope with the hyper-dimensional input vector.

4 Experiments and results
In Section 4, we evaluate the performance of the proposed 
approach for image geo-localization from Google Street 
View (GSV) images taken in urban environments that 
usually include a variety of visual information to indicate 
their positions. The dataset, comprehensive experiments 
and experimental results, are described in detail.

4.1 Evaluation dataset
We evaluate the proposed algorithm using the Google 
Street View dataset [40] contains 62,058 high-quality 
images. The images depict the city centre as well as the 
surrounding areas of Pittsburgh, PA; Orlando, FL and 
Manhattan, NY. Each location mark's 360-degree view 
is divided into four side views and one top view image. 
There is one more image for each placemark that displays 
some overlay signs such as the address, street names, and 
so on. Fig. 4 illustrates an example of street view images 
from six placemarks of the dataset.

4.2 Experimental setup
All experiments were conducted on HP ProLiant 
DL380 G7 Server running under Windows Server 2012 
R2 Essentials, with 6-cores Intel Xeon CPU E5649 at 
2.53 GHz and 32 GB RAM.

AlexNet, the baseline CNN model which was used in 
this study is available in Matlab/Simulink. It provides 
a feature vector of 4096 dimensions from the second fully 
connected layer (FC2). The input images are re-sized to 
227 × 227 pixels, and then the extracted feature vector was 
fed into a linear SVM classifier.

We randomly selected 90% of the dataset as training 
samples and 10% as testing samples in our experiments. 
We performed 60 different runs, and then it was averaged 
to obtain significant results. To evaluate the classification 
performance of each run; we use the accuracy (%) as a 
metric for evaluating classification models. It is calculated 
as the number of correct predictions divided by the total 
number of predictions. It can be also calculated in terms of 
positives and negatives as shown in Eq. (1):

Accuracy
TP TN

TP TN FP FN
�

�
� � �

, (1)

where TP = True Positives, TN = True Negatives, 
FP = False Positives, and FN = False Negatives.

To get accurate inferences from the numerical results, 
we conducted a statistical study by using the software 
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program GraphPad Prism [62] on our outcomes. To do 
that, we firstly used the Kolmogorov-Smirnov test with 
the Dallal-Wilkinson-Lilliefors p-value to determine if 
the results set is normally distributed (follow the Gaussian 
distribution). Then, we used the D'Agostino-Pearson test 
because it is a flexible and powerful normality test that 
is highly recommended. To apply this test, it is generally 
required that the sample size be greater than or equal to 
20. Also, it is recommended when the sample contains 
repeated values. In all statistical tests, differences were 
considered statistically significant at p < 0.05.

4.3 Results and discussion
As shown in Table 1, Google Street View image classi-
fication using pre-trained CNN AlexNet model as a fea-
tures extractor by eliminating the last fully connected layer 
as well as extracting features from the second fully con-
nected layer and Support Vector Machine (SVM) classifier 
yielded good results of 94.19% accuracy rate. Similarly to 
our model, Wang et al. [58] utilize deep learning algorithm 
to classify Street View images based on CNN AlexNet as 
the basis of Neural Network model [60] which reached an 
accuracy of 93.60%. Note that the dataset used is Street 
View shop images. The study performed by Peddada and 
Hong [57], the authors were used the NIN-Imagenet model, 
retrained the final convolution layer and added a fully con-
nected layer. They applied their method on Google Street 
View images dataset [40] like that we used which found an 

accuracy of 86%, while in [59], Suresh et al. trained a deep 
neural network based on the Residual Network (ResNet) 
architecture, they used an open-source Google Street View 
images dataset of the United States (50States10K dataset) 
that created by them, which differs from what we used in 
our study but they have approximately the same charac-
teristics because they both are Street View images. This 
model has a 71.87% accuracy rate.

Accuracy distribution analysis revealed that our 
numerical results obtained by the Kolmogorov-Smirnov 
test accepted the null hypotheses, and thus, the results 
were normally distributed as shown in Fig. 5 [63]. Results 
obtained by the D'Agostino-Pearson test confirmed that 
by Kolmogorov-Smirnov which indicated that there is a 
non-significant difference from the normal distribution 
(follow the Gaussian distribution).

Table 1 Results of Street View image classification on different 
datasets and different CNN models

Method Dataset Accuracy (%)

AlexNet
[58] Street View shop images 93.60

ResNet
[59]

Google Street View dataset of the 
USA 71.87

NIN-Imagenet
[57]

Google Street View images of 
Pittsburgh, PA; Orlando, FL and 

Manhattan, NY
86

Our method
Google Street View images of 

Pittsburgh, PA; Orlando, FL and 
Manhattan, NY

94.19

Fig. 4 Sample of street view images belonging to six placemarks of the dataset
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