Accounting for Non-Uniform Ambient Lighting in Ray Traced Ambient Occlusion
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Abstract

Ambient occlusion is a popular method to enhance the visuals of real-time applications. The generally accepted equation assumes that incoming ambient lighting is uniform in the enclosing hemisphere around the surface point. This assumption does not always hold and can cause artifacts. With screen-space techniques the artifact may not be present, because of the lack of information, but it becomes visible with more accurate methods. This is especially true for ray tracing based implementations which are widely used to create the ground truth image to measure other techniques. With recent advancements of the graphics hardware, they also found their way into real-time applications where these shortcomings were neither discussed nor addressed. In this paper we analyze the problem and demonstrate its presence in popular game engines. We also propose a ray tracing based extension to eliminate these artifact in a physically plausible way.
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1 Introduction

An important component to generate realistically looking images is to consider the effect of the ambient illumination. As the physically correct approach would require prohibitively expensive calculations, we need a flexible compromise. Such a compromise is the local indirect lighting approach that considers only a finite neighborhood of a shaded surface point during the illumination calculation. The obscurances method, which is also called the ambient occlusion, computes just how "open" the scene is in the neighborhood of a point and scales the ambient light accordingly. The openness of the point is proportional to the solid angle of directions where no nearby occluder exists.

Implementations of the ambient occlusion method are generally using multiple simplifications and approximations to calculate it more efficiently. Until recently, for real-time purposes various screen space techniques were the common choice. Ray traced ambient occlusion was only used to evaluate other techniques by comparing how they fared against it. Recently real-time ray tracing became a possibility and was used in hybrid renderers to enhance the visual quality with ray traced effects.

The fundamental assumption of these methods is that the incoming ambient light is uniform from all directions. If this assumption does not hold then it can result in visible artifacts. A problematic case is when a thin object is near a surface, roughly parallel to its normal, as shown by Fig. 1. In this case, sampling based methods usually produce a false lightening of the area directly under the object compared to the surrounding surface. This happens because very few, possibly none of the sampled rays will hit the object. In the case of screen space techniques this artifact is not present because rays that would sample the area behind the curtain will have depth values higher than the ones stored in the depth buffer (i.e., the curtain's depth). Basically, the curtain will act as a wall compared to ray tracing where those samples will not hit the geometry.

Although this false lightening is correct in the already established definition of ambient occlusion, it contradicts our intuition about the real world. In this paper we formulate the problem, demonstrate its presence in the Unreal Engine 4 and Unity game engines and propose a physically based solution as an extension to the basic algorithm.
2 Related work

Nearby occlusions, accessibility, or openness of points on a surface were first examined with the objective of ambient lighting calculations in [1, 2], where the obscurances method was introduced. It was also called ambient occlusion in [3, 4]. Obtaining their radiance, occluders can be treated as indirect light sources, so even color bleeding effects can be simulated [5–8].

Until recently, a physically correct approach would have been too expensive computationally when dynamic scenes need to be rendered in real-time, therefore the mentioned models simplify the problem by using sampled representation of the visible geometry [9].

For a better approximation of the ambient lighting, Bavoil et al. [10] proposed a hybrid technique to combine the classical screen space approach with the new hardware accelerated ray tracing to improve the robustness while maintaining a low sample count. Gautron [11] proposed a fully ray tracing based technique where the sampling noise is filtered in world space with various methods to reach real-time frame rates with complex scenes. Another promising direction could be to use neural networks to predict the ambient occlusion. Zhang et al. [12] recently proposed one such technique with a detailed comparison to existing methods.

3 Mathematical formulation

To simplify the formulation of ambient occlusion or obscurances models, we can assume that the surfaces are diffuse and have albedo \( a(\vec{s}) \). Consequently, their BRDF is \( f_s(\vec{s}) = a(\vec{s}) / \pi \).

According to the rendering equation [13], the reflected radiance \( L' \) in shaded point \( \vec{s} \) can be obtained as:

\[
L' (\vec{s}) = \int_\Omega L^s (\vec{s}, \vec{o}) \frac{a(\vec{s})}{\pi} \cos \theta \, d\omega,
\]

where \( \Omega \) is the hemisphere, \( L^s (\vec{s}, \vec{o}) \) is the incident radiance from direction \( \vec{o} \) and \( \theta \) is the angle between illumination direction \( \vec{o} \) and the surface normal.

If no surface is seen from \( \vec{s} \) at direction \( \vec{o} \), then the shaded point \( \vec{s} \) is said to be open in this direction, and incident radiance \( L^o \) is equal to ambient radiance \( L^a \). If there is a nearby occluder, then this point is called closed. The incident radiance at this direction is the radiance of the occluder point \( \vec{o} \).

This means that the radiance of arbitrary far occluder points may influence the shaded point, but this does not meet our intuition. Our everyday experience is that the effect of very far surfaces becomes negligible, due to that the real space is not empty but is filled by participating media. Its effect can be expressed as:

\[
\mu(d) = (1 - \exp(-\sigma d)),
\]

where \( \sigma \) is the extinction coefficient and \( d \) is the distance from the shaded point. As \( \sigma \) increases only a narrower neighborhood needs to be considered. Then the incoming radiance can be calculated as:

\[
L^a (\vec{s}, \vec{o}) = (1 - \mu(d)) L (\vec{o}) + \mu(d) L^o.
\]

In the classical ambient occlusion \( \mu(d) \) is replaced by a step function with a value of 1 if \( d \) is greater than \( R \) and 0 otherwise, where \( R \) is a user defined parameter to control the range of ambient occlusion.

Because \( a(\vec{s}) \) is independent from the view direction, using \( \mu(d) \), the reflected radiance of the shaded point can be expressed in the following way:

\[
L' (\vec{s}) = a(\vec{s}) (L' O(\vec{s}) + I(\vec{s})),
\]

where \( I(\vec{s}) \) is the incident radiance from nearby occluders and \( O(\vec{s}) \) is the ambient occlusion of the shaded point [1, 2].

\[
O(\vec{s}) = \frac{1}{\pi} \int_\Omega \mu(d) \cos \theta \, d\omega.
\]

At this point, we have reached the final equation to calculate ambient occlusion. Now for the sake of simplicity, let us examine the flat-land case, where we can calculate the exact function. We will observe a fixed point on the ground and calculate the visible part of the semicircle with radius \( R \), which is not covered by the box above the surface. This correlates with the ambient occlusion as discussed previously. Schematic illustration of the scene can be seen in Fig. 2 and the results, as a function of the horizontal distance \( t \), are depicted in Fig. 3 with multiple parameter configurations.

In this scene, the function calculates Eq. 5 apart from the \( 1/\pi \) factor. If we use a uniform \( L^c \) then it will be
responsible for the characteristics of the ambient occlusion effect. We can see that the effect will change based on how large or small the width and the vertical height is compared to each other and to the radius of the semicircle. If the width is small relative to $R$ and $m$ (left), then the function has a local apex when the shaded point is directly under the object. It has a higher maximum value if the vertical distance is larger. The function can be extended to 3D if we assume that the other extents of the thin occluder are large. This is the case in Fig. 1, and it results in the visible highlight under the curtain.

If the width is the larger, then with smaller $m$ (top right) we have a correct darkening effect under the object. If $m$ and the $w$ are close to each other (bottom right) then the artifact is unnoticeable and there is no prominent darkening effect which is in line with what we expect from the real world.

So far we have assumed that $L^a$ is uniform in the far field and the light will not make any other interactions besides extinction on solid objects (occluders). In reality though, scattering also happens in the near field and the assumption of receiving $L^o$ radiance from a given direction is only true, when every point along the ray receives the same ambient radiance $L^a$. If a given direction is close to a solid object, then this assumption will not hold because that object will block some part of the ambient radiance. The idea is depicted in Fig. 4. These local differences cause an error in the ambient occlusion function which becomes evident in some scenarios (e.g., Fig. 1).

To calculate a better approximation of $L^a$, we propose to use secondary rays to further examine the open primary directions for nearby occluders. This way we can scale down contribution of the primary rays in a physically plausible way.

4 Evaluating popular RTAO implementations

The artifact can be easily observed with other popular RTAO implementations, for example those found in game engines like Unity or Unreal Engine 4. In Fig. 5 we can see that while RTAO provides softer images compared to the
traditional solution, the artifact appears exactly under the curtain, in both engines.

For reference, we generated an image of the Sponza scene using the Cycles renderer from Blender, which can be seen in Fig. 6. A path tracer does not need to use an approximation for ambient occlusion, so the artifact is not present which is in line with what we expect about the real world.

5 Details of the proposed method
Our goal is to measure $L^a$ for every sampled open direction. To this end we introduce secondary rays for every primary ray. These will be checked for occlusion, and we will scale down $L^a$ according to the number of closed secondary directions. The next question is how to select these additional rays. Our goal was to use the least number of them that are already able to capture enough detail about $L^a$. We ended up using the following construction.

We used two secondary rays per primary ray. The first was perpendicular to the primary ray and to the surface normal, while the second was perpendicular to the primary ray and to the first secondary ray (as depicted in Fig. 7). The rays were cast around the middle point of the primary ray with radius $R'$. This parameter describes the volume of each ray and should be set based on the original $R$ and the number of primary rays to reduce overlapping.

We did not use temporal filtering in our implementation, but it would work well with our technique. The scaling factor of $L^a$ can be thought of as scaling the weight of the current ray and thus would naturally incorporate into the history. Even the origin of the secondary rays could be varied randomly in subsequent frames.

6 Results
We implemented the described algorithm in Vulkan using a hybrid rendering technique. We calculated the direct illumination according to the GLTF specification on the Sponza scene and combined it with the aforementioned ambient occlusion factor. Fig. 8 demonstrates the results and compares our algorithms with the original. Our extension compensates for the lightening effect and can be observed under the curtains and on the pillars. On other parts of the scene where ambient occlusion occurs a slight darkening can be observed.

Performances naturally takes a hit for tracing more rays. On a 1080p image an additional 2 ms is needed with 4 primary samples in our implementation. With 32 samples this increases to 15ms which makes it unusable in real time scenarios. We found that 4 samples are enough to produce images where the noise is unnoticeable in the

Fig. 6 Path traced render of the Sponza scene.

Fig. 7 Schematic illustration of the secondary rays (blue) relative to the primary ray (black).

Fig. 8 Comparison of the original and the proposed algorithms; (a) visualization of ambient occlusion. Left parts of the images were rendered by the original method, while the right parts were calculated with our extension. (b) left part has no AO, the middle was rendered by the original method and the right by our extension. 32 rays per pixel were used in both cases.
composed picture and temporal filtering would further reduce the performance cost.

7 Conclusion
In this paper we discussed a problem of ambient occlusion that becomes evident around thin objects with large surfaces. We analyzed the issue in 2D and showed that it is inherent to the commonly accepted definition of ambient occlusion. We also demonstrated that it is present in the RTAO implementation of popular game engines. We presented an extension to the standard ray tracing based method that is able to detect the geometry causing the artifact and reduces the unnatural highlight.
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