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Abstract

In this paper, a Median Grid Search algorithm based on the median values is proposed to develop a more accurate algorithm used 

to investigate the optimal hyperparameter of the SVR model for load forecasting. In addition, the methodology to benchmark the 

proposed Grid Search and the conventional Grid Search is built and sufficiently utilized. The data gathered from the South Australia 

state, Australia and Ho Chi Minh City load demands are used in experiments. Experimental results demonstrate that the proposed 

algorithm outperforms the conventional algorithm.
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1 Introduction 
Load forecasting plays a major role in the generation, trans-
mission, distribution and the retail sale of electric power 
systems [1–4]. In recent years, Support Vector Regression 
(SVR) has become one of the most attractive research tools 
for load forecasting [5–7]. However, the accuracy of the 
SVR model critically depends on its hyperparameters, 
such as penalty coefficient C, kernel function K, and kernel 
parameter γ [8–11]. Therefore, it is essential to find optimal 
values of these hyperparameters to improve the reliabil-
ity of the SVR model. Some optimization algorithms have 
been used to solve this problem, including Random Search, 
Grid Search, Gradient-based Optimization, Particle 
Swarm Optimization, Genetic Algorithms, etc. [12–16]. 
Among these algorithms, Grid Search is a powerful tech-
nique which has been developed by different researchers in 
recent years. The Grid Search algorithm generates evenly 
spaced values for each hyperparameter being tested, and 
then uses cross - validation to choose the lowest error rate 
of each combination [17–22]. However, due to the consid-
erably giant fluctuation around this minimum, the Grid 
Search algorithm may not give the best values in testing 
step regardless of the best ones obtained in training.

In this regard, the present study proposes a new Grid 
Search algorithm based on the Median values instead of 
the minima to improve the performance of the Grid Search 

algorithm, so that the error rate of the SVR model will 
be reduced effectively. The boxplot of error rate is dis-
tributed by each hyperparameter to identify the optimal 
values. The methodology to benchmark the proposed and 
conventional models is presented. In the training process, 
the optimal hyperparameters of both Median and conven-
tional Grid Search algorithms are determined. In the test-
ing process, these optimal hyperparameters are evaluated 
by their error rates. 

The paper is organized as follows. Section 2 presents 
a critical discussion about the Support Vector Regression, 
the Grid Search algorithm, the Median Grid Search algo-
rithm, as well as the methodology used to evaluate these 
algorithms; Section 3 reports the experimental results and 
their analysis. Section 4 (conclusions) summarizes the main 
points of the research.

2 Research method
2.1 Support vector regression 
Given training data (xi, yi ) ∈ Rn × R, where xi ∈ Rn is the 
feature input vector; yi ∈ R is the target value; i = 1,…, m 
denote the number of training instances; n denote the 
number of features in each instance. In SVR, x is mapped 
to Φ(x) in a higher dimensional feature space presented by 
the following expression [9, 17, 18].
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Here < . , . > denotes the dot product, ω and b are the 
weight vector and bias. The factors ω and b are estimated 
by minimizing the following regularized risk as follow:
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where L(yi, f(xi)) is the linear ε insensitive loss defined by:
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In Eqs. (2) and (3), C is the regularization parameter, 
ε is the error sensitivity parameter. By substituting the 
Eq. (3) for Eq. (2), and introducing the positive slack vari-
ables ξi, ξi

* to denote deviations from an ε-zone, the Eq. (2) 
can be expressed by objective function Eq. (4) and subject 
to constraints expressed in Eq. (5):
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Applying the Lagrange multiplier and the optimally 
constraints, the Eq. (1) has the following explicit form as 
Eq. (6), where αi

*, αi are Lagrange multipliers and K(xi, x) 
are the Kernel function, defined as the dot product between 
φ(xi)

T and φ(x):
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One of the regular kernel functions is radial basis func-
tion (RBF) which most commonly with a Gaussian RBF 
kernel and have used in this paper:

K x y e x y
( , )= − −γ 2

.	 (7)

A deep learning model in general and SVR in particu-
lar can be consisted of two types of parameters. The first 
one includes parameters of the model learned during the 
model training, and the second one contains hyperparam-
eters which can be randomly set before starting training 
instead. Based on the detail analysis of SVR model given 
above, there exist three hyperparameters that control 
performance of the SVR model, including the ε param-
eter characterizing the constraints of f(x); the C param-
eter standing for the relationship between the regulation 

term and the empirical error; and the Kernel parameter γ. 
These hyperparameters strongly affect the accuracy of the 
SVR model for that the inappropriateness of one hyper-
parameter may lead to overfitting and underfitting phe-
nomena. Thus, answering the question of how to optimize 
these hyperparameters within a specified range is the key 
point in using of SVR model. The obtained optimal hyper-
parameters are a set of values that yields an optimal model 
which minimizes a predefined performance error rate. 
For this purpose, several algorithms have been reported, 
such as Random Search, Grid Search, Gradient-based 
Optimization, Particle Swarm Optimization, Genetic Algo- 
rithms, etc. Among these algorithms, Grid Search is a pow-
erful technique which has been developed by different 
researchers and have been considered in the present work.

2.2 The conventional grid search algorithm
The conventional Grid Search algorithm is a searching 
process through a grid of subsets that were pre-specified 
by the combinations of different values of the hyperpa-
rameters [17–20]. Optimal hyperparameters are those cor-
responding to the model that produces the smallest error. 
Let us consider the Grid Search algorithm with three hyper-
parameters ε, C, γ for the SVR model. Hyperparameters are 
configured with M values for ε {ε1, ε2, …, εM}; N values 
for hyperparameter C, {C1, C2, …, CN}, and P values for 
hyperparameter γ, {γ1, γ2, …, γP}. A combination of these 
three hyperparameters consisting of number of elements is 
M × N × P. As a result, the Grid Search algorithm conducts 
the searching of the best model based on this combination. 
Fig. 1 shows the Grid Search algorithm for the SVR model 
based on the boxplot of the error rate. Firstly, the εopt is 
obtained with the lowest values of the error rate in the ε 
boxplot; then Copt, and γopt are sequentially chosen to use 
the C and γ boxplot. Note that any order of ε, C, and γ of the 
Grid Search algorithm in Fig. 1 all have the unique optimal 
hyperparameters {εopt, Copt, γopt} because it is considered 
based on the lowest values of the error rate.

Cross-validation (CV) is a standard technique of the 
Grid Search algorithm for the SVR model [15, 17]. For 
the K-fold CV, the dataset S is divided into K subsets 
S1, …, SK . For each i = 1, …, K, an individual model is 
built by applying the GS algorithm to the training data S\i 
(the remaining fold of S except those in Si ). The average of 
the K model evaluations is called as cross-validation error 
and used to validate the performance of the GS algorithm 
when applied to S. 
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As described above, the Grid Search algorithm uses all 
possible combinations of the specified hyperparameters, 
evaluates the performance for each combination and selects 
the optimal value of the hyperparameters with the mini-
mum error rate. However, the error rate can fluctuate around 
this minimum value. As a result, the Grid Search algorithm 
may not give the best values in testing step regardless of 
the best ones obtained in training. In this regard, the pres-
ent study proposes a new Grid Search algorithm based on 
the conventional Grid Search algorithm and the median 
values instead of the minima in this paper.

2.3 Median grid search algorithm
In this study, we propose the new Grid Search based on the 
boxplot components. Boxplot is a standardized way for dis-
playing the distribution of data by dividing the dataset into 
equal fourths, as shown in Fig. 2 [23–26]. The 1st (Q1), the 
2nd (Q2) and the 3rd (Q3) quartiles correspond to the 25th, 
50th, and 75th percentile of the dataset. The second quartile 

(Q2) lies in the middle and divides the data into halves, 
so Q2 is also known as the median.

The important component in the boxplot is the Inter-
quartile Range (IQR) showing the range between the Q1 
and Q3. The upper and lower whiskers are also shown in 
the Fig. 2 to represent scores outside the IQR. Outliers are 
defined as data points which are located outside the whis-
kers of the box plot.

Based on the conventional Grid Search algorithm of the 
SVR model, this paper proposes the new Grid Search algo- 
rithm using the boxplot model. The different between the 
new and old ones is related to the optimal hyperparameters, 
which are chosen by the lowest of the median values instead 
of minima of the error rates. And that is the reason why 
the new algorithm is called Median Grid Search in this 
study. The algorithm of the Median Grid Search is shown 
in Fig. 3. The typical hyperparameters of the SVR model 
are ε, γ, C, so their combination gives 6 cases as {ε, C, γ}, 
{ε, γ, C}, {C, ε, γ}, {C, γ, ε}, {γ, C, ε}, {γ, ε, C} distributed 
accordingly from Model 1 to Model 6. In the Model 1, the 
optimal hyperparameters sequentially obtained are εopt-1, 
then the Copt-1, and the last of γopt-1, with the criterion of 
minimizing the median values in the boxplot. In the same 
process, the similar optimal hyperparameters of εopt-2, 
γopt-2, Copt-2 and γopt-6, εopt-6, Copt-6 are also sequentially 
obtained for Models 2 and 6, respectively. As a result of 
choosing the lowest of the median values, so perhaps we 
have 6 optimal hyperparameters corresponding to 6 mod-
els (1 to 6). In the last process, the optimal model of the 
methodology is obtained by the minimum error rate of 6 
models. Note that along with the conventional Grid Search 
algorithm, the Cross-Validation technique is also applied 
in the Median Grid Search algorithm.

2.4 Methodology of evaluating the median grid search 
algorithm
To evaluate the effectiveness of the Median Grid Search 
model, it is necessary to benchmark the proposed model 
and the conventional one. In this regard, the methodology 
consisting of three processes (data processing, training 
processing, and testing processing) is used as shown in 
Fig. 4 for the conventional Grid Search (Fig. 4 (a)) and the 
Median Grid Search algorithm (Fig. 4 (b)). 

Fig. 1 The Grid Search algorithm

Fig. 2 The boxplot components
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Fig. 3 The Median Grid Search algorithm

Fig. 4 Methodology for evaluating algorithms: The conventional Grid Search (a); The Median Grid Search (b)
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•	 In the data processing, the data was handled to make 
two couples of input-target, denoted as (Xtrain, Ytrain) 
and (Xtest, Ytest) for training and testing process, 
respectively. 

•	 In the training processing, the conventional Grid 
Search and the Median Grid Search algorithms were 
applied to determine the optimal hyperparameters of 
the SVR model. Grid space is a total combination of 
different sets of SVR hyperparameters. In this study, 
Grid space = {εm, Cn, γp}, m = 1: M, n = 1: N, p = 1: P. 
The output of the training process is the optimal 
hyperparameter. The cross-validation technique was 
also implemented in this process to enhance the per-
formance of both Grid Search algorithms.

•	 In the testing processing, these optimal hyperparam-
eters are used to produce the predicted values Ypredict. 
And the error rate (RMSE) of the SVR model was 
calculated based on the difference between Ypredict 

and Ytest. After that, these RMSE values between 
the conventional Grid Search and the Median Grid 
Search will be compared to evaluate the effect of the 
proposed Median Grid Search algorithm.

The error rate in this study is the RMSE calculated by 
the following equation [27, 28]:

RMSE � �
�
�1 2

1n
y yi i

i

n
̂ ,	 (8)

where: [y1, y2, …, yn] is the test values, and [ŷ1, ŷ2, …, ŷn] 
is the prediction values.

3 Experimental results
3.1 Experimental settings
To evaluate the proposed Median Grid Search algorithm 
with the benchmark Grid Search algorithm, this paper con- 

sidered real half-hour load demand data of South Australia 
state (SA), Australia, and hourly load demand data of Ho 
Chi Minh City (HCM). In each dataset, two cases are con-
sidered. Firstly, the range of training processing is of two 
weeks, and the testing range - one week. This case cor-
responds to K-fold = 2 in the cross-validation technique. 
Secondly, the range of training processing is taken as 
three weeks, and the test range - one day, corresponding to 
K-fold = 3 in the cross-validation technique. Hence, there 
are total four cases that will be performed experiments 
with the characteristics listed in Table 1. The experiments 
were implemented using the Scikit-learn library in the 
Python environment with Google Colab. 

The tuning values of the SVR hyperparameters for the 
grid space are shown in Table 2 for all cases for #1 to #4. 
The ranges of hyperparameters of ε, C and γ are deter-
mined as [1e-04, 1], [1e+01, 1e+05] and [1e-06, 1e-02], 
respectively. The step size is obtained by log scale, and the 
number values of each hyperparameter are 25. Hence, the 
grid space = {εm, Cn, γp}, m = 1:25, n = 1:25, p = 1:25 have 
253 possible SVR models.

3.2 Experimental results 
Fig. 5, Fig. 6, and Fig. 7 illustrate the process step by step 
in the training process of the Median Grid Search algo-
rithm and the conventional Grid Search. These processes 
are described as detailed in Fig. 1 and Fig. 3. The typ-
ical Model 2 of the Median Grid Search algorithm is 
used in this analysis. The experimental setting is case #1 
(described detailed in Table 1).

Fig. 5 shows the boxplot of the error rate distributed 
by hyperparameter ε. Each value of {εi}, i = 1:25 corre-
sponds to the combination of 25 × 25 = 625 values of pair 
{γ, C}. The Fig. 5 (a) for the Median Grid Search algorithm 
indicates that the optimal value of the hyperparameter ε is 

Table 1 The data characteristic of 4 cases in experiments

Case Dataset
Train process Test process K-fold

Xtrain Ytrain Xtest Ytest

Case #1 HCM (336, 24) 336 (168, 24) 168 2

Case #2 SA (672, 48) 672 (336, 48) 336 2

Case #3 HCM (504, 24) 504 (24, 24) 24 3

Case #4 SA (1008, 48) 1008 (48, 48) 48 3

Table 2 The space grid of hyperparameters 

Order 1 2 3 4 5 6 7 … 24 25

ε 1.E-4 1.47E-4 2.15E-4 3.16E-4 4.64E-4 6.81E-4 1.00E-3 … 6.81E-1 1.E+0

C 1.E+1 1.47E+1 2.15E+1 3.16E+1 4.64E+1 6.81E+1 1.00E+2 … 6.81E+4 1.E+5

γ 1.E-6 1.47E-6 2.15E-6 3.16E-6 4.64E-6 6.81E-6 1.00E-5 … 6.81E-3 1.E-2
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equal to 3.16e-3 corresponding to the minimum value of 
medians. In the case of the conventional Grid Search algo-
rithm (Fig. 5 (b)), the optimal value of the hyperparameter 
ε is of 3.16e-3 (the lowest value).

Fig. 6 shows the boxplot of the error rate distributed by 
hyperparameter γ. Each value of {γi}, i = 1:25 is counted to the 
combination of 1 × 25 = 25 values of the pair {ε = 3.16e-3, C}. 
Similar to the above hyperparameter ε, the values of 
γ = 1.00e-2 (Fig. 6 (a)) and 6.81e-3 (Fig. 6 (b)) are referred to 
the median minimum and the lowest value, respectively.

The boxplot of the error rate distributed by hyperparam-
eter C is presented in Fig. 7. Each value of {Ci}, i = 1:25 is 
taken accordingly to definite values of the pair {ε = 3.16e-3, 
γ = 1.00e-2} for the Median Grid Search algorithm, and 
{ε = 3.16e-3, γ = 6.81e-3} for the conventional Grid Search. 
The Fig. 7 (a) show that the optimal value of the hyperpa-
rameter C is equal to 2.15e+3 corresponding to the mini-
mum value of medians. Meanwhile, the optimal value of 
the hyperparameter ε of 4.64e+3 corresponds to the lowest 
value (Fig. 7 (b)).

(a)                                                                                                                          (b)
Fig. 5 The boxplot of error rate by ε: Median Grid Search (a); Conventional Grid Search (b)

(a)                                                                                                                          (b)
Fig. 6 The boxplot of error rate by γ: Median Grid Search (a); Conventional Grid Search (b)

(a)                                                                                                                          (b)
Fig. 7 The boxplot of error rate by C: Median Grid Search (a); Conventional Grid Search (b)
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After three steps described in the Fig. 5 (a), Fig. 6 (a) 
and Fig. 7 (a), the optimal hyperparameters of the Model 2 
are obtained as {ε = 3.16E-3, γ = 1.00E-2, C = 2.15E+3}. 
Besides, as seen in the Fig. 5  (b), Fig. 6  (b), Fig. 7  (b), 
the optimal hyperparameters of the conventional Grid 
Search denoted as Grid Search is {ε = 3.16E-3, γ = 6.81E-3,  
C  =  4.64E+3}. In the same way, the results for Model  1, 
3, 4, 5, and 6 were also obtained. All results are listed in 
Table 3, noted that the last row contains the values of the 
error rates. According to the last process of algorithm 
(Fig. 3), values for the optimal model of the Median Grid 
Search algorithm are {ε = 3.16E-3, γ = 1.00E-2, C = 2.15E3}, 
corresponding to the minimum values of the error rates of 
Model 1 to Model 6 (equal to 2.79E-4).

As the same as the case #1, Table 4 shows the experi-
mental results for the case # 2 with the optimal model of the 
Median Grid Search algorithm of {ε = 1.00E-2, γ = 6.81E-3, 
C = 1.00E+4}, and the conventional Grid Search algorithm 
of {ε = 1.47E-2, γ = 3.16E-3, C = 3.16E+4}. 

Similarly, Table 5 shows the experiments results cor-
responding to the case # 3 with {ε = 6.81E-3, γ = 1.00E-2, 
C = 1.47E+4} and {ε = 1.00E-2, γ = 1.00E-2, C = 2.15E+4} 
for the optimal model of the Median and conventional 
Grid Search algorithms, respectively.

Table 6 shows the experiments results corresponding to 
the case # 4 with {ε = 1.00E-2, γ = 1.00E-2, C = 6.81E+3} 
and {ε = 1.00E-2, γ = 1.00E-2, C = 1.47E+4} for the optimal 
model of the Median and conventional Grid Search algo-
rithms, respectively.

Table 3 Case #1 (HCM, K-fold = 2) 

Hyperparameter Grid Search
Median Grid Search

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

ς 3.16E-3 3.16E-3 3.16E-3 2.15E-2 2.15E-2 2.15E-3 1.00E-2

C 4.64E+3 4.64E+4 2.15E+3 1.00E+5 1.00E+5 4.64E+3 3.16E+3

γ 6.81E-3 2.15E-3 1.00E-2 2.15E-3 2.15E-3 1.00E-2 1.00E-2

Error rate 2.75E-4 3.19E-4 2.79E-4 3.03E-4 3.03E-4 2.97E-4 2.82E-4

Table 4 Case #2 (SA, K-fold = 2) 

Hyperparameter Grid Search
Median Grid Search

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

ς 1.47E-2 1.00E-2 1.00E-2 2.15E-2 1.00E-2 1.00E-2 1.47E-2

C 3.16E+4 4.64E+3 4.64E+3 2.15E+3 2.15E+3 1.00E+4 6.81E+3

γ 3.16E-3 1.00E-2 1.00E-2 3.16E-3 4.64E-3 6.81E-3 6.81E-3

Error rate 4.96E-4 5.14E-4 5.14E-4 6.02E-4 5.16E-4 4.98E-4 5.12E-4

Table 5 Case #3 (HCM, K-fold = 3) 

Hyperparameter Grid Search
Median Grid Search

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

ς 1.00E-2 1.00E-4 1.00E-4 3.16E-2 2.15E-2 6.81E-3 3.16E-3

C 2.15E+4 4.64E+4 1.00E+4 1.00E+5 1.00E+5 1.47E+4 1.47E+4

γ 1.00E-2 1.47E-3 1.00E-2 1.00E-2 1.47E-3 1.00E-2 1.00E-2

Error 1.69E-4 2.80E-4 1.93E-4 2.33E-4 3.16E-4 1.73E-4 1.81E-4

Table 6 Case #4 (SA, K-fold = 3)

Hyperparameter Grid Search
Median Grid Search

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

ς 1.00E-2 2.15E-2 2.15E-2 3.16E-2 1.47E-2 1.00E-2 2.15E-2

C 1.47E+4 6.81E+3 1.00E+5 2.15E+4 2.15E+4 6.81E+3 1.00E+5

γ 1.00E-2 1.00E-2 1.00E-2 6.81E-3 6.81E-3 1.00E-2 1.00E-2

Error rate 2.50E-4 3.83E-4 3.75E-4 5.15E-4 2.74E-4 2.66E-4 3.75E-4
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Based on the results of the training process as reported 
from Tables 3 to 6, the optimal hyperparameters of the 
conventional Grid Search and the Median Grid Search 
algorithm can be obtained. Then, the testing process 
(as  described in Fig. 4) will be performed. The predic-
tion values of both algorithms along with their error rates 
RMSE are determined. These results are shown in Table 7.

The results presented in Table 7 clearly indicate that 
the optimal hyperparameters for the conventional Grid 
Search and the Median Grid Search algorithms are differ-
ent. Besides, the error rates of the Median algorithm are 
smaller than the conventional algorithm in the testing pro-
cess. Let consider case #1. When using the conventional 
algorithm, the error rate RMSE was of 2,732.84 MW. 
Meanwhile, the Median algorithm gave a better result with 
RMSE value of 2,670.74 MW. The same results were also 
obtained in the case of #2, #3, and #4.

Fig. 8 shows the prediction and test series for the last 
day of the testing process corresponding to the cases #1, 
2, 3, 4. The black curve is referred the real value of the 
load, while the blue and red ones - the prediction values 
for the conventional and Median Grid Search algorithm, 
respectively. The first point noticed in Fig. 8 is that both 
the prediction curves of the conventional algorithm and 
the Median algorithm well fit the actual value of the load. 
A closer observation shows the presence of a few locations 
on the prediction curve of the Median algorithm (brown 
circles in Fig. 8), proving the better response than those for 
the traditional algorithm.

The analysis of results in Table 7 and Fig. 8 reveals the 
smaller error rate of the Median Grid Search algorithm, 
i.e., the more accuracy in comparison with the conven-
tional algorithm, verifying the effectiveness of the pro-
posed Median Grid Search algorithm in our research.

Fig. 8 The prediction and test series in the testing process

Table 7 The accuracy error RMSE (MW) in the testing process  

Cases
Conventional Grid Search Median Grid Search

Optimal hyperparameter RMSE Optimal hyperparameter RMSE 

Case #1 ε = 3.16E-3, γ = 6.81E-3, C = 4.64E+3 2,732.84 ε = 3.16E-3, γ = 1.00e-2, C = 2.15E+3 2,670.74

Case #2 ε =1.47E-2, γ = 3.16E-3, C = 3.16E+4 1,482.86 ε = 1.00E-2, γ = 6.81E-3, C = 1.00E+4 1,285.76

Case #3 ε = 1.00E-2, γ = 1.00E-2, C = 2.15E+4 2,787.99 ε = 6.81E-3, γ = 1.00E-2, C = 1.47E+4 2,778.54

Case #4 ε = 1.00E-2, γ = 1.00E-2, C = 1.47E+4 447.58 ε = 1.00E-2, γ = 1.00E-2, C = 6.81E+3 369.52
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4 Conclusions
An efficient Median Grid Search methodology based on 
the SVR model and their hyperparameters was proposed 
in this paper. Besides, a methodology for evaluating the 
Median Grid Search algorithm was presented to bench-
mark with the conventional Grid Search. In the training 
process, the optimal hyperparameters were specified. 
In the testing process, error rates were used to evaluate the 
Median Grid Search algorithm and the conventional Grid 
Search algorithm. Both South Australia state, Australia 
and Ho Chi Minh City load demands were used to verify 

the performance of the methodology. The results for the 
Median Grid Search algorithm indicated the existence of 
an optimal hyperparameter that is different from the con-
ventional Grid Search algorithm. Analyzing the obtained 
results in the testing process showed that the error rates of 
the Median Grid Search algorithm gave good results with 
values smaller than the conventional Grid Search algo-
rithm. The positive results obtained in this study suggest 
an effective way to apply SVR for load forecasting in par-
ticular and time series in general.
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