
300|https://doi.org/10.3311/PPee.20971
Creative Commons Attribution b

Periodica Polytechnica Electrical Engineering and Computer Science, 67(3), pp. 300–336, 2023

Cite this article as: Shome, N., Sarkar, A., Ghosh, A. K., Laskar, R. H., Kashyap, R. "Speaker Recognition through Deep Learning Techniques: 
A Comprehensive Review and Research Challenges", Periodica Polytechnica Electrical Engineering and Computer Science, 67(3), pp. 300–336, 2023. 
https://doi.org/10.3311/PPee.20971

Speaker Recognition through Deep Learning Techniques
A Comprehensive Review and Research Challenges

Nirupam Shome1*, Anisha Sarkar1, Arit Kumar Ghosh1, Rabul Hussain Laskar2, Richik Kashyap1

1	Department of Electronics and Communication Engineering, Assam University, Dargakona, 788011 Silchar, Assam, India
2	Department of Electronics and Communication Engineering, National Institute of Technology, NIT Road, Fakiratilla, 788010 

Silchar, Assam, India
*	Corresponding author, e-mail: nirupam.shome@aus.ac.in

Received: 09 August 2022, Accepted: 13 December 2022, Published online: 30 March 2023

Abstract

Deep learning has now become an integral part of today's world and advancement in the field of deep learning has gained a huge 

development. Due to the extensive use and fast growth of deep learning, it has captured the attention of researchers in the field of 

speaker recognition. A detailed investigation regarding the process becomes essential and helpful to the researchers for designing 

robust applications in the field of speaker recognition, both in speaker verification and identification. This paper reviews the field 

of speaker recognition taking into consideration of deep learning advancement in the present era that boosts up this technology. 

The paper continues with a systematic review by firstly giving a basic idea of deep learning and its architecture with its field of 

application, then entering into the high-lighted portion of our paper i.e., speaker recognition which is one of the important applications 

of deep learning. Here we have mentioned its types, different processing techniques, challenges that come across in this technology, 

performance evaluation criteria, deep learning implementation frameworks, and lastly various databases used in the field of speaker 

identification (SI) and Speaker Verification (SV).
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1 Introduction
Deep learning provides encouraging results especially when 
we are dealing with a large dataset that in turn gives accu-
rate and satisfactory results. Also, it outshines where we 
don't have knowledge or information about the domain on 
which we are using it and thus in turn handles complex prob-
lems efficiently as compared to other existing techniques. 
It always provides an ease to the user to handle with great 
convenience in terms of handling and proves better in the 
existing scenario, when compared with other machine learn-
ing techniques. Deep learning has been extensively used 
to solve problems for different domain, such as translation 
of written text into another language, image detection by 
self-driving cars, image classification, fraud detection of 
credit card, prediction of next word in an online email editor, 
melody harmonization, speech recognition, speaker recogni-
tion, disease detection, networking, and communication etc.

Speech signal or voice print is an important aspect of 
speech technology. Speech signal varies from person to 
person based on some acoustic characteristics such as 

speaking rate, emotions, sex, gender, size of the vocal 
tract, the accent of speaking, and rate of vibration of the 
vocal fold, etc., and enables researchers and scientists to 
use these unique features to distinguish different speak-
ers. A person authentication system with or without the 
physical presence of a speaker adds another dimensional-
ity to its application. Remote person authentication (over 
the phone) has become more popular in this decade.

Speaker recognition is a broader category of speech 
technology that comprises speaker verification (SV) and 
speaker identification, which are much popular in speech 
technology for their various application in the field of bio-
metrics, forensic science, security purpose, authentication 
technique [1–3]. This part of speech technology has ver-
satile applications and researchers were started to work in 
this field, because of its versatility it becomes challeng-
ing to review. So, we tried to accomplish a systematic 
review out of it for having future benefits to the people 
work in this field. And due to the significant growth of 
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deep learning and its easily accessible software and hard-
ware tools, it gives a good boost to speaker recognition 
technology. Our systematic review aims to give a brief 
introduction of speaker recognition that comes into play in 
today's era and have a profound elaboration about speaker 
identification (SI) and speaker verification (SV), databases 
used in these respective areas, classification, and feature 
extraction techniques. Also, pre-processing and post-pro-
cessing parts are covered that improves the deep learning 
system performance effectively. Speaker recognition with 
deep learning uses the voice prints of humans and is used 
to train the model by providing the raw input to the system 
and hence can serve in different fields where authentica-
tion of a person is needed. As voiceprints of different indi-
viduals attend uniqueness, so can be distinguished easily 
with the help of some acoustic features of the speech sig-
nal [4–8]. So, to execute this many databases are available 
in the field of speaker recognition, dedicated to speaker 
identification and speaker verification respectively to per-
form different tasks and processes. 

1.1 Different aspects of the speaker recognition system
Speaker recognition system comprises of different aspects 
to execute a certain. It consists of the use of databases  
(discussed in this paper), various processes including 
pre-processing, feature engineering (that includes fea-
ture extraction and feature reduction), classification 

(discriminative, generative, and hybrid), and evaluation pro-
cess (accuracy, precision, Re-call, F-measure, Equal Error 
Rate, Receiver Operating Characteristics etc.) are explained 
in this paper. Again, this process includes various steps that 
are needed to be done in every zone which is having sepa-
rate importance of its own. In the pre-processing part which 
is the first step of speaker recognition where speech sig-
nal is filtered for silence removal, then pre-emphasis, fram-
ing, windowing, endpoint detection, and lastly normaliza-
tion of the speech signal. All of them are also explained 
in detail in this paper. Fig. 1 shows the of classification of 
speaker recognition system. It gives a detailed description 
of requirement and possible techniques for speaker recog-
nition. The comparative analysis of different survey papers 
with our paper is presented in Table 1 [9–15]. Table 2 gives 
the acronyms used in our paper with definitions. 

The contributions of our paper are as follows:
1.	 To provide a brief idea about the deep learning mech-

anism and its widespread applications.
2.	To offer an overview of the speaker recognition sys-

tem, its variants, challenges in the development of 
speaker recognition system, and speaker identity 
information extraction challenges.

3.	 To review recent developments in the field of speaker 
recognition with help of a deep learning network 
and discuss the progress of deep neural networks in 
pre-processing, feature extraction, and classification.

Fig. 1 Classification of speaker recognition system
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4.	 To give a detailed investigation of database, deep learn-
ing framework, and performance evaluation parame-
ters required for speaker recognition system analysis. 
To highlight research gaps and future challenges in the 
development of the speaker recognition system.

This paper is arranged as follows. In Section 2, we have 
discussed the methodology adopted to accomplish this 
review. Section 3 provides a basic idea of deep learning, 
about its architecture, working mechanism, and its appli-
cation areas. A brief idea about speaker recognition, its 
challenges, and speaker uniqueness aspects are discussed 
in Section 4. Section 5 describes speaker recognition by 
deep learning with detailed discussion in pre-processing, 
feature extraction, classification techniques, and post-pro-
cessing techniques. Then Section  6 shows Performance 
evaluation criteria, and Section 7 discusses the framework 
of deep learning implementation. Section  8 discusses 
the application of speaker recognition in different fields. 
In Section 9, databases used in the field of speaker recog-
nition, both in speaker verification and identification are 
explained and lastly, future challenges and conclusions are 
discussed in Sections 10 and 11 respectively, which gives 
a systematic review of the domain of speaker recognition.

2 Methodology adopted
For writing this systematic review paper various informa-
tion is fetched from different information sources. The list 
of digital libraries which were searched to have some valu-
able information for the publication of this paper is IEEE 
Explorer  [16], Springer Link  [17], ACM  [18], Science 
Direct  [19], Web of Science  [20], MDPI  [21], Research 
Gate [22], and help of internet is also taken to write this 

review paper. So, these are some of the sources from where 
information is gathered to review this paper, and different 
aspects were researched and based on this the collected 
information is provided in this paper.

The publication made by this review paper will be in 
English and this review paper contains the review of pub-
lications from the year 1991 to 2021 to form a system-
atic and detailed review on speaker recognition which is 
a topic under the field of attention and not much research 
and review are being carried out in this field. This review is 
done to have a basic idea or to gather information on what 
is going on in this dedicated field of speaker recognition to 
date and what portion of it needs the attention of research 
and development in the upcoming future. The  publica-
tion made by this review paper will be in English and this 
review paper contains the review of publications from the 
year 1991 to 2021 to form a systematic and detailed review 
on speaker recognition which is a topic under the field of 
attention and not much research and review are being car-
ried out in this field. This review is done to have a basic 
idea or to gather information on what is going on in this 
dedicated field of speaker recognition to date and what 
portion of it needs the attention of research and develop-
ment in the upcoming future.

3 The idea about deep learning
Deep learning (DL) which is also known as Hierarchical 
learning or deep machine learning or deep structured 
learning is completely based on some sort of algorithms 
that trains the model and data by using multiple layers of 
the network which is of complex structures or composed of 
multiple non-linear transformations [23–28]. Deep learn-
ing is a machine learning (ML) technique that possesses 

Table 1 Comparison of our review with that of the other surveys. The comparison is based on preprocessing methods (Pre.), features selection 
(FeatSe.), features extractor (FeatEx.), Deep classifier (Dclass.), databases (Data), evaluation metrics (EvMet), machine and deep learning methods 

(ML/DL) and DL implementation frameworks (ImpFwk).

Paper Year 

Field of research Review domain

ASR
SR

Pre. FeatSe. FeatEx. Dclass. Data. EvMet. ML DL. ImpFwk.
SI SV

[9] 2014 × ü × × × ü × ü × ü × ×

[10] 2016 × ü × × × × ü × × ü ü ×

[11] 2017 × ü × × × ü ü ü × ü × ×

[12] 2017 × ü × × × ü ü × × ü × ×

[13] 2018 ü × × × × ü ü ü × × ü ×

[14] 2019 ü × × × × × ü × × × ü ×

[15] 2021 × ü × ü ü ü × ü ü ü ü ü

Our paper 2022 × ü ü ü ü ü ü ü ü ü ü ü
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networks that is capable of learning from unsupervised or 
unlabeled data and is also known as deep neural network 
(DNN) that broadly comes under the category of Artificial 

intelligence (AI). Deep learning function can mimic the 
working and functioning or behavior of the human brain, 
which is used in processing data and to create patterns for 

Table 2 List of abbreviations with definitions

Abbreviations Definitions Abbreviations Definitions

SR Speaker recognition SRE Speaker Recognition Evaluation

SI Speaker identification DL Deep learning

SV Speaker verification PLDA Probabilistic Linear Discriminant Analysis

ASR Automatic speech recognition TDNN Time-Delay Neural Network

ML Machine learning F-BANK Filter-bank

AI Artificial intelligence MKMFCC Multiple Kernel Weighted Mel Frequency Cepstral Coefficient

GPU Graphics processing unit IMMFC Incremental Multiple Medoids Based Fuzzy Clustering

AE Autoencoder PLPC Perceptual Linear Prediction Coefficient

UDBN Universal Deep Belief Network IMFCC Inverted Mel Frequency Cepstral Coefficients

DCT Discrete Cosine Transform MFCC Mel Frequency Cepstral Coefficients

CLPC Cepstral Linear Prediction Coefficients MFSC Mel Frequency Spectral Coefficients

GMM Gaussian Mixture Model LFCC Linear Frequency Cepstral Coefficients

HMM Hidden Markov Model GFCC Gammatone Frequency Cepstral Coefficients

CDBN Convolutional Deep Belief Network BFCC Bark Frequency Cepstral Coefficients

K-NN K-Nearest Neighbor LPCC Linear Predictor Cepstral Coefficients

SVM Support Vector Machine LPC Linear Predictor Coefficients

ANN Artificial neural network PLP Perceptual Linear Prediction

CNN Convolutional Neural Network CFCC Cochlear Cepstrum Coefficients

RNN Recurrent neural network RASTA-PLP Relative Spectra-Perceptual Linear Predictive

DNN Deep neural network DWT Discrete Wavelet Transform

RF Random Forest WSBC Wavelet Sub-Band Coding

NB Naive Bayes WPT Wavelet Packet Transform

PCA Principle Component Analysis LBP Local Binary Pattern

UBM Universal Background Model ZCR Zero-Crossing Rate

FCNN Fully Convolutional Neural Network BP Back Propagation

RBM Restricted Boltzmann Machine CAE Convolutional Variational autoencoder

DBN Deep Belief Network ELU Exponential Linear Rectification

LSTM Long Short Term Memory IBP Invariant Backpropagation

DAE Deep autoencoder ReLu Rectified Linear Unit

SAE Stack autoencoder Resnet Residual Neural Network

DT Decision Tree VGG Visual Geometry Group

RASTA Representations Relative Spectra DGS Deep Gaussian Supervector

GAN Generative Adversarial Network DGCS Deep Gaussian Correlation Super Vector

Bi-LSTM Bidirectional Long Short-Term Memory HT Haman Transform

ANC Adaptive Noise Canceller FBLPCS Frame-Based Linear Predictive Coding Spectrum

SG Savitzky Golay RMSE Root Mean Square Error

T21S Type-2 Information Set ROC Receiver Operating Characteristics

VAE Variational autoencoder EER Equal Error Rate

ADAM Adaptive Moment Estimation FAR False Acceptance Rate

RMSProp Root Mean Squared Propagation FRR False Rejection Rate

SGD Stochastic Gradient Descent DAN Deep Attention Neural Network
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the task of decision making, detecting objects, translating 
languages, recognizing speech, etc. It can learn by itself 
from both unstructured and unlabeled data without the 
supervision of human beings. It can be used in the field of 
detecting frauds, money laundering and for solving many 
real-life problems. It requires high-end machines as com-
pared to machine learning because its computational com-
plexity is quite high. GPUs have become an integral part 
nowadays of deep learning to execute their algorithms. 
The time required to create a model mainly depends on 
the GPU specification.

3.1 Working mechanism of DL
All computer program uses deep learning techniques 
learned on its own to classify or do a particular task. 
The deep learning algorithm applies a non-linear transfor-
mation to its input and learns to create a statistical model 
that produces the output. The learning process continues 
with every iteration until the model achieves the highest 
acceptable level of accuracy. The deep learning technique 
requires a very large amount of training data to train the 
model and to produce output with high accuracy, accord-
ingly a huge data set is to be fed into its input.

3.2 Comparison of DL and ML in technology 
development
In the existing technologies, deep learning (DL) is achiev-
ing much more popularity and attention as compared to 
other machine learning (ML) techniques. This is due to 
the ability of deep learning to deal with many datasets 
without compromising in its high accuracy rate. Also, 
it achieves great power and flexibility by learning from 
an uncontrolled environment and representing the world 
more merely. On the other hand, other machine learning 
needs lots of expertise, human supervision, or intervention 
for the implementation of the competent learning models. 
Due to its ability to handle a huge amount of data it pro-
vides opportunities for innovations in learning models.

3.2.1 When to use deep learning over other techniques
Here we have discussed several conditions under which 
deep learning can be a better option compared to other 
techniques:

•	 To deal with the large-size dataset: Considering all 
the existing techniques, deep learning has an excel-
lent ability to deal with huge amounts of data and also 
gives out a high accuracy as compared to other tech-
niques. For example, machine learning gives a good 
performance in terms of accuracy rate when it deals 

with small data sets. So, in this area by the implemen-
tation of DL, we can increase the capacity of the data 
dealing factor without compromising its accuracy rate.

•	 Lack of feature/characteristics knowledge in a par-
ticular field: Under such circumstances deep learn-
ing to give away all the worries, as in DL we don't 
have to worry about the features when dealing in 
a particular domain. So, without the proper under-
standing or knowledge of one particular domain, one 
can implement DL over other existing techniques.

•	 Solving complex problems: In dealing with complex 
scenarios, deep learning performs better as com-
pared to other techniques. Some of the examples of 
complex scenarios are speech recognition, speaker 
recognition, language processing, image processing, 
image classifications, etc.

3.3 The architecture of deep learning
Now in this part, we will briefly discuss the understanding 
of the architecture of DL. Deep learning architectures like 
recurrent neural network (RNN) or Feedback neural net-
work, deep belief neural network, Convolutional Neural 
Network, and many more are applied to different fields 
such as automatic speech recognition, speaker recogni-
tion, natural language processing, audio recognition, bio-
informatics, etc., where they showed the great impact of 
DL on various applications that proofs the significance of 
deep learning in the modern world [29, 30]. Deep learning 
network consists of three main layers, namely input layer, 
an output layer, and hidden layer.

The depth or the deepness of a particular deep learning 
neural network is defined by the number of hidden layers. 
And depending on the type of hidden layer used, the sys-
tem can learn different non-linear functions. The activa-
tion function in DL determines the characteristics of the 
non-linearity represented by the DNN model and specifi-
cally this non-linearity is that is observed within the data 
represented by these hidden layers.

The input layer accepts the input in various forms and 
the output layer translates these characteristics of non-lin-
earity into the prediction or predicted output. The deep 
learning neural network consists of multiple layers of hid-
den layers that in turn are responsible for the accuracy of 
a particular deep learning model.

A deep neural network (DNN) achieves higher accuracy 
as compared to other networks. In simple words, DNN is 
a neural network incorporated with some level of complex-
ity and consisting of multiple hidden layers that process 
data in complex ways by indulging sophisticated modeling.
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Fig. 2 describes the architecture of the DNN where x1, 
x2, ... xn are the input layers that feds on data as input, and 
y1, y2, ... yn are the output layers that produces the output 
of a particular deep neural network after processing from 
the hidden layers or also known as a black box. Here, w1, 
w2, ... wn are the synaptic weights incorporated with each 
neuron or perceptron that reflects the strength or ampli-
tude of the connecting nodes or neurons. Hidden layers 
are more than one in a DNN as mentioned here also in the 
above diagram, which is represented as layer 1, layer 2, ... 
layer n that forms a multi-layer DNN.

3.4 Types of deep learning networks
Deep learning networks can be classified based on their 
architecture and applications. A detailed discussion of 
them is given here.

3.4.1 Deep neural networks (DNNs)
A deep neural network (DNN) is a category of ANN where 
it consists of multiple hidden layers. When there are two or 
more two hidden layers, DNN comes into play. So, it adds 
complexity to a particular model and is used to process 
a complex set of data by applying mathematical model-
ling. It is much beneficial in the scenario whenever want 
to replace human labor with consistent work without com-
promising the efficiency rate. A deep neural network is 
a kind of human brain that keeps on learning things based 
on which it reacts in different scenarios. DNN whenever 
gets new information, it learns or trains its model to act 
accordingly. Whenever we must solve a difficult problem, 
the process of learning becomes very difficult and requires 

deeper information. It uses various nodes and various lay-
ers to deal with a complex task. DNN consists of various 
small nodes in the layers of a model, which are the small-
est unit of the network that mimics the role of neurons 
of human brain. Whenever these nodes are triggered by 
some sort of stimuli, it starts to give a response or starts 
to react like the human brain. They are forming groups 
and are grouped into layers and are connected accord-
ing to necessity. The interesting fact about DNN is that it 
provides accurate results without having marked data or 
labelled data and that is how it becomes unique in the field 
of machine learning.

3.4.2 Deep Belief Networks (DBNs)
In a Deep Belief Network, Restricted Boltzmann Machines 
(RBM) are connected sequentially. It can be used as a sub-
stitute for deep feedforward networks. In this particular 
network the Boltzmann machine train itself until conver-
gence is achieved and again the output of each Boltzmann 
machine is fed into the next Boltzmann machine as input 
to train the system. So, this all trains itself until converges. 
These networks are used for various purposes like to rec-
ognize clusters, images, in sequencing video, and capture 
data in motion etc. Deep Belief Networks continuum dec-
imal instead of binary data. They are a graphical repre-
sentation that is usually generative in nature, means which 
produces all the possible values that are generated accord-
ing to the required scenario. DBNs comprise multiple lay-
ers incorporated with some sort of values whose main 
objective is to help the system to classify the given feed 
data into various categories based on the characteristics on 

Fig. 2 Representation of DNN and its different layers
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which the network model classifies those data. Training of 
Deep Belief Network comprises of few steps. Initially, we 
must train the layers of the network that has several prop-
erties and have the capability of obtaining the input signals 
from the pixels provided on the perceptron directly. Now 
immediately after this stage, we have to treat the pixel val-
ues of the layers and will learn the features that are derived 
or obtained in the previous hidden layers. And as subse-
quently the layers are added to the networks. There will be 
an improvement in the previous layers of the network as 
it is learning on its own according to the new information 
that it is encountering in terms of training data.

3.4.3 Convolutional Neural Network (CNN)
This particular neural network contains one or more than 
one convolutional layer that is the class of neural net-
works. All the convolutional layers perform a linear oper-
ation i.e., convolution that is why named the convolu-
tional layer, where a set of multiplication of weights and 
inputs are done. A Convolutional Neural Network has an 
excellent capability of capturing the spatial and temporal 
dependencies present in the signal with the application of 
relevant filters. The major role of the Convolutional Neural 
Network is to reduce the data requirement, that helps the 
neural network to process data easily with great conve-
nience and without compromising the crucial features that 
are used to get a good, predicted output. A Convolutional 
Neural Network comprises multiple layers of neurons that 
mimic the human brain. When input signals are feed into 
the input layer then activation functions are generated 
that subsequently passed to the next layers. First layer of 
the CNN usually extracts some basic features whose out-
put are then passed to the next layers as input and now 
it detects more complex features as compared to the first 
layer. This process continues and with the increase in 
layers complexity increases, otherwards CNN become 
deeper and will extract complex features to process fur-
ther. It uses pooling layers that help it to reduce the com-
putational power required to process data.

3.4.4 Recurrent neural networks (RNNs)
Recurrent neural networks consists of internal mem-
ory. It  is a generalized form of feedforward neural net-
work where it does not form a loop and hence, recurrent 
where it performs the same functions for every input data 
of the network. In this network, the output of the recent 
input will depend on the previous output of the network. 
This network is used in speech recognition and natural 

language processing. With the help of this network, it rec-
ognizes the data characteristics or features sequentially 
and uses patterns that predicts different scenarios. These 
networks are used to solve complex problems with the help 
of feedback loops that process data sequentially to get the 
output. RNN uses the backpropagation technique to loop 
the information back into the input throughout the compu-
tational process. RNN converts the independent activation 
function into a dependent activation function by introduc-
ing the same weights and biases to all neurons present in 
the layers. This in turn reduces the complexity of the net-
work with an increase in parameters. It then memorizes all 
its previous steps by providing the output of the previous 
step to the input of the current step. RNN is used along 
with convolutional layers that extend the signal points 
of the neighborhood neurons. And the main advantage 
behind using the RNN is that it remembers every step that 
is very useful in dealing with complex scenarios. But the 
training of the RNN model is very complex.

3.4.5 Convolutional Deep Belief Networks (CDBNs)
This network is one type of artificial neural network 
that contains multiple layers of convolutional Restricted 
Boltzmann Machine. Also, it is used as a generative model 
in deep learning neural networks. It uses max-pooling 
which in turn is used to reduce dimensions in the layer of 
the network. This network is translational invariant, and 
the main feature is the ability to scale under high dimen-
sional signals. It is a type of Deep Belief Network that 
accepts the continuum decimals rather than accepting 
binary data, unlike other networks. It consists of multi-
ple layers where connections are made between layers, not 
between the units of the layers. The first step behind train-
ing the CDBN network is to accomplish the layers in a 
systematic manner like that of a Deep Belief Network and 
then training of the model is done.

3.4.6 Autoencoders (AEs)
Autoencoders fall under the category of artificial neural 
networks that are used to encode the set of data by learn-
ing data coding. Here, input and output remain the same. 
The input is compressed into a latent space representa-
tion and by using this representation the output is recon-
structed. It is used to learn the compressed form of raw 
input data. It is composed of decoder sub-models with an 
encoder incorporated with them. It is also used in the fea-
ture extraction of raw data that is eventually used to train 
the model. It is unsupervised learning method but uses 
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supervised learning methods to train its model. It is a spe-
cial type of neural network that is being trained to copy 
the input set of raw data into its output. These networks 
are also trained to remove noise from the model. Here, it 
learns important features present in the dataset by mini-
mizing the reconstruction error present between the input 
and the output data. And in autoencoders, the number of 
neurons that is present in the output layer is the same as 
that of several neurons present in the input layers.

3.5 Difficulties with deep neural networks (DNN)
Here we have highlighted the short coming associated 
with the DNN. Researchers must come with some solu-
tions to that in near future, so as to improve the overall 
performance of the DNN systems.

3.5.1 Deep learning requires a large amount of data
DL needs a large amount of data as it comprises of complex 
network having many hidden layers and to give accurate 
results it needs a lot of datasets. Deep neural network is very 
much dependent on amount of dataset, as the accuracy rate is 
fully achieved on the amount of data supplied to the model. 
So, this in turn creates a problem for the researchers and sci-
entists in dealing with large number of datasets. Due to the 
highly complex structure, a DNN consists of many hidden 
layers that feed on a large set of databases to achieve desir-
able result with high accuracy rate. Deep learning neural 
network performs well if it provided large amount of data. 
Due to its high complexity in the layers model became very 
slow to train and consumes a huge amount of computational 
power. So, with all this, it creates difficulty for the research-
ers and the scientists to handle huge amounts of datasets that 
requires for DNN model in the practical scenario.

3.5.2 Deep learning neural networks don't give reasons, 
or the understanding based on which it is providing the 
output or the conclusion
The process that the DL network undergoes is not being 
explained by the model and that is why it is known as a 
black box. As we are not able to know what is going on in 
the processing part based on which we are getting the con-
clusion and how it mimics the behavior of the human brain. 
Like the human brain, the work we used to do, the voluntary 
movements that we used to execute, the reflex action that 
we produce is everything controlled by the nervous system 
of our body. But we are not aware of the production and 
working techniques behind the systematic behavior, which 
is a black box as we don't know what is happening between 

our neurons. And not clear about the procedure that the ner-
vous system is opting to produce these behaviors. So, DNN 
is also playing the similar role in the field of artificial intel-
ligence (AI) for which we have not enough information 
about the procedure of DNN. So, in turn, it doesn't have 
reasons based on which it is giving us a conclusion.

3.5.3 Deep learning neural network algorithms are very 
costly to build
The algorithm used in DL draws a large amount of com-
putational power, which directly depends on the amount 
of data used, depth, complexity of the network. Hence, the 
implementation of this needs a lot of money and becomes 
expensive to implement. To execute DNN we need a lot 
of set up which in turn makes it more expensive to use as 
compared to other machine learning techniques. A deep 
learning neural network becomes expensive when it comes 
to training a DNN model, which is very much dependent 
upon some of the factors like dataset size, model size, 
the volume of the training, etc. Whenever these factors 
increase in training a DL model, the expense of a particu-
lar DNN model execution rises.

3.6 Deep learning application area
The way we look at technology or the perception towards 
the technology is changed by deep learning. According to 
some predictions, applications in the field of deep learn-
ing will largely affect our lifestyle shortly, and it is hav-
ing an effect nowadays also. Within the next 10  years, 
development, or advancement in the field of deep learn-
ing in its tools, libraries, programming languages will 
become a standard component for every software toolkit. 
Table 3 [31–42] gives us an idea about different application 
areas of deep learning technology in different fields.

Fig. 3 shows fields of application of speech processing, 
which uses deep learning to model their system. Various 
fields such as speaker recognition, speech recognition, lan-
guage identification, speech enhancement, etc., are men-
tioned in the following pie-chart that uses DL to model 
their system to get better classification results.

From the description presented here, we can see that 
there are many applications of DL in various fields and 
many more to evolve according to our requirements soon. 
Till now we have discussed about the DL methods and its 
various applications. Now in our further discussion, we 
will be going to have a detailed discussion on one of the 
application areas of DL i.e., speaker recognition (verifica-
tion and identification).
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4 Speaker recognition system
Speaker recognition (SR) is the process of identifying or 
verifying a speaker's voiceprints from the collection of 
several speech samples. The main objective of speaker 

recognition is to create a system that can verify a per-
son's voice and can also be proficient in identifying a per-
son from his/her voice. Speech signal contains informa-
tion about one's identity, gender, age, emotions, sex, health 

Table 3 Different application areas of deep learning technology

Application area Data Target value/result value The algorithm used/model used

Translation of written text 
into another language [31] Raw text The text is written will be translated 

into another language
Encoder-Decoder network that is built 
with RNN (recurrent neural network)

Image detection by  
self-driving cars [32] Raw images Labeling will be against the 

identified image CNN (Convolutional Neural Network)

Image classification [33] Raw images Labeling against the classified image CNN

Fraud detection of credit 
card [34]

Valuable details about the credit 
card including its past historical 

transaction, amount, date, place, etc.

Detecting whether the transaction 
made is fraud or not by producing 

binary value
Random Forest (RF) algorithm

Prediction of next word in an 
online email editor [35] Large chunk of textual data A word that fits with the sentence RNN

Melody harmonization [36] Melody Harmonized melody Generative Adversarial Network 
(GAN)

Speech recognition [37] Raw speech signal Unknown speech is recognized
Bi-LSTM (Bidirectional Long Short-
Term Memory), LSTM (Long Short-

Term Memory), CNN

Speaker recognition [38] Raw speech signal Unknown speaker's speech is 
recognized CNN, DNN, Res-Nets

Speaker verification [39] Raw speech signal Unknown speaker's speech is 
verified CNN, LSTM, Bi-LSTM

Disease detection [40] Raw image of the suspected body 
part of the patient

The disease is detected or not in a 
patient CNN, LSTM, Bi-LSTM

Network Traffic 
Classification [41]

ALL/L7 layers [256÷2304 B]
4–6 fields [4÷32 packets]

Packet directions
Network Traffic is estimated SAE, LSTM, 1D-CNN, 2D-CNN, 

Hybrid LSTM+2D-CNN

End-To-End Reconstruction 
Task [42]

Raw IQ samples or symbols to 
codewords or bits.

Signal Reconstruction in 
communication

Radio
Transformer Networks (RTNs), CNNs

Fig. 3 Application of DL in speech processing
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condition, etc., with some amount of ambient noise and 
redundant information. Speech signal varies from per-
son to person based on some acoustic characteristics such 
as speaking rate, emotions, sex, gender, size of the vocal 
tract, the accent of speaking, and rate of vibration of the 
vocal fold, etc., and enables researchers and scientists to 
use these unique features to distinguish different speakers. 
A person authentication system with or without the physi-
cal presence of a speaker adds another dimensionality to its 
application. Remote person authentication (over the phone 
or the internet) has become more popular in this decade.

The speaker recognition system comprises different 
aspects to execute a certain task. It consists of various pro-
cesses including pre-processing, feature engineering (that 
includes feature extraction and feature reduction), classifi-
cation (discriminative, generative, and hybrid), and evalua-
tion process (accuracy, precision, Re-call, F-measure, Equal 
Error Rate, Receiver Operating Characteristics, etc.) with 
the help of various datasets. Again, this process includes 
different steps that are needed to be executed in depth which 
are having separate importance of their own. In the pre-pro-
cessing part which is the first step of speaker recognition 
where speech signal is filtered for silence removal, then 
pre-emphasis, framing, windowing, endpoint detection, and 
lastly normalization of the speech signal.

Speaker recognition is a very important aspect of the 
field of speech technology. It is a very popular topic where 
researchers are keen to research its application areas like 
various fields of forensic labs, biometric verification or 
authentication, security areas, and many more. Speaker 
recognition, especially identification and verification are 
grabbing great attention to the scientist and researchers as 
it is a very growing topic nowadays. An ample number of 
studies have been done in this field and thereby new meth-
ods have been discovered but still, it is a very versatile 

topic that requires in-depth investigation. The popularity 
of deep learning growing rapidly in the present technol-
ogy due to its easily accessible or reachable software and 
inexpensive hardware equipment. Deep learning (DL) is 
adapted in every field to find out the solution to any task. 
Now, the next task is to get an idea about speaker iden-
tification and speaker verification as these are required 
in performing speaker recognition tasks [30]. For a clear 
understanding of speaker recognition, we are recommend-
ing the work mentioned in the paper  [43]. It gives us an 
idea about the deep learning techniques that are applied 
specifically in the fields of speaker identification (SI) and 
speaker verification (SV) of speaker recognition tasks that 
are used earlier and nowadays.

Fig. 4 shows the different steps of a speaker recognition 
system, comprised of the pre-processing part, the feature 
extraction part, the classification part, and lastly the output 
part. Firstly, the raw input speech sample of the speakers 
is fed into the system. This speech signal comprises vari-
ous additive noises, so in pre-processing these signals are 
filtered to remove the redundant parts and followed by this 
normalizing the signals to get them ready for the feature 
extraction process. Now, in the feature extraction process, 
the feature that is important or based on which the speech 
signal gets classified is being extracted. And finally, in the 
classification part, the model is trained with the help of 
extracted features and at the end, further normalization is 
done to produce the required desired output.

In speaker recognition system especially in the train-
ing phase, the model of the SR system is trained with a 
huge amount of data set usually known as training data 
which consists of many speech signals. Now, in the fea-
ture extraction process of the training phase, features or 
characteristics are being extracted from the large number 
of the speech signal which is used to train the SR model 

Fig. 4 Block diagram of speaker recognition system



310|Shome et al.
Period. Polytech. Elec. Eng. Comp. Sci., 67(3), pp. 300–336, 2023

and this trained dataset is stored in the database. In the 
testing phase of the SR, it is fed with a testing speech sig-
nal and from which features or characteristics are being 
extracted for further processing. Now, these extracted 
features of the speech signal are matched with features 
of the training data that is stored in the dataset of the SR 
system. The process which is common in both phases is 
the feature extraction phase which is an important step in 
the SR system. And depending on the result whether the 
speech data is matched with that of the trained dataset, 
the SR system recognize the speaker [44]. In Section 4.1 
we will discuss the types of speaker recognition systems 
i.e., speaker identification (SI) and speaker verification 
(SV). Here we have listed the various work from the liter-
ature, that gives a clear idea about the progress and avail-
ability of the different techniques for various modules of 
speaker recognition.

4.1 Types of speaker recognition
Speaker recognition can be broadly categorized into two 
categories: speaker identification and speaker verification, 
which are discussed in Sections 4.1.1 to 4.3.5.

4.1.1 Speaker identification
Speaker identification is the task of identifying the speaker 
from the set of given samples of the speaker. It is done by 
matching the input voice sample of the speaker with the 
speech dataset of the different speakers and the speaker 
whose sound matches or closest with that of the input one 
will be get identified. So, when the speaker is identified 
within the set of the given data, then it is called closest-set 
or in-set speaker identification. On the other hand, if the 

speaker is identified as, it doesn’t have the potential test 
subject and is not within the given set of speakers, then it 
is said to be the out-of-set speaker identification [45].

Fig.  5 shows the speaker identification system com-
prised of the training phase and testing phase. So, in the 
training phase of SI, firstly pre-processing of the speech 
signal is done and then features of the input speech are 
extracted by feature extraction technique, which is used 
to model or train the SI model and this trained dataset is 
being stored in the database of the speaker model. So, here 
is the end of the training phase of the SI system. In the 
testing phase, the SI model is fed with a test speech of 
a speaker, which is being matched with the dataset of the 
trained model that is stored in the database, and accord-
ingly, the decision logic is implemented where a decision 
is taken whether the speaker is being identified or not.

4.1.2 Speaker verification
Speaker verification is the task of verifying the speaker 
present at the input of the model that claims to be an iden-
tity of the speaker or is the identity of the speaker. Another 
way means that the speech sample of the test utterance is 
compared with the existing model of the individual subject 
and depending on the closeness with the model, the claim of 
that speaker is accepted or rejected. Here, the system has to 
verify whether the subject is the person that is being iden-
tified by the speaker verification system or not. So, this is 
done by comparing the test sample of the speaker with the 
speech of the speaker present in the background model [45].

Fig. 6 shows the speaker verification system which con-
sists of two phases, namely the training and testing phase. 
In the training phase, pre-processing of a raw speech signal 

Fig. 5 Block diagram of speaker identification of SR system
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is done and then features are extracted from the speech 
signal and finally with these extracted features SV model 
is trained and stored in the database. Next, in the testing 
phase of the SV process, the utterance of the speaker that 
claims to be the original speaker is verified by matching 
the features that were extracted in the feature extraction 
phase and the features are being matched with those that 
are stored in the database and afterward, if it matches, the 
claim is accepted and if not, it is being rejected.

4.2 Challenges in speaker recognition
Challenges in speaker recognition define the problem 
faced by the researcher and scientist in implementing 
speaker recognition technology or the obstacles that they 
face. Different factors cause a great effect in the execution 
of this particular technology, and some are discussed in 
Sections 4.2.1 to 4.2.6.

4.2.1 Environment
The surrounding environment consists of a lot of differ-
ent types of background noises such as color noise, music, 
etc., which in turn affects the speaker recognition system in 
terms of performance. This disturbs the modelling, training, 
and testing phase of the system. So, whenever there is many 
background noises present in the environment, the speaker 
recognition system is very challenging. Techniques like nor-
malization, robust modelling, speech enhancement, feature 
compensation are used to compensate for such problems.

4.2.2 Channel
In real-time application of speaker recognition, the utter-
ance of the speakers is recorded utilizing sensors like 
microphones or headphones through some transmission 

channel. These channels are categorized into wired and 
wireless channels. Most of the unwanted counterparts of 
the speech are introduced in this phase and thus affect the 
quality of the speech signal. In comparison to wired chan-
nels, wireless channels introduce more error or unwanted 
signals to the desired speech. Since the channel is an 
integral part of any speaker recognition system; it is not 
possible to completely remove this problem. So, for the 
researchers, it is an open field to find the solution to this 
problem in an inefficient manner.

4.2.3 Speaker characteristics
With the help of speaker characteristics such as identity, 
gender, age, health status, the accent of language, emo-
tional state, etc., causes a variation in the speech of a person 
that makes it different from another individual. Change in 
any of the speaker characteristics creates a unique voice-
print of a person that is considered in speaker recognition 
in case of identifying and authentication of speech sig-
nals in various scenarios. Due to these changes in speaker 
characteristics, a pre trained system faces enormous diffi-
culties in speaker recognition.

4.2.4 Speech variability
It is the variability of speech due to amplitude, emotions, 
speaking rate, gender, accent, etc. A speech signal consists 
of various information regarding the health state of a per-
son, emotional state, gender, age, social origin, regional 
origin, etc. So, such a huge variability of speech signal 
affects the speaker recognition system and makes it diffi-
cult to verify a particular voiceprint in a speaker recogni-
tion process. Also, session variability causes a great effect 
on the speech of an individual as when speech signals are 

Fig. 6 Block diagram of the testing phase and training phase of speaker verification of SR system
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recorded in different sessions it alters due to various fac-
tors such as amplitude, emotions, vocal tract size, speak-
ing rate, gender, accent, etc. irrespective of recording voice 
prints in a continuous time frame in one go. This creates 
another challenge in the field of speaker recognition.

4.2.5 Language characteristics
A particular speech is represented in some languages and 
language varies from speaker to speaker. A particular 
segment of speech spoken in some languages has various 
characteristics such as grammar, lexicon, phonology, etc. 
So, the performance of the speaker recognition system dif-
fers in terms of language based on different levels of lin-
guistic information. Such levels include word, sentence, 
unit and signal processing level, etc. Also, while dealing 
with multiple languages the performance of the speaker 
recognition system degrades.

4.2.6 Transducing characteristics
A transducing device such as a headphone or micro-
phone converts mechanical waves into an electrical sig-
nal. The process of transduction may not always be lin-
ear for all transducing devices. So, due to this, there is 
a variation in the speech signal that results in distortion 
of the original signal. The spectral characteristics of the 
recorded speech signal depend on the handset or perfor-
mance of speaker recognition device used to record the 
voice. And the frequency response of transducers is not 
the same for different recording devices. If the bandwidth 
of the transducer is small then the signal captured by this 
has less information, which deteriorates the. performance 
of speaker recognition.

4.3 Factors responsible for the uniqueness in the voice 
of a speaker
Some acoustic features are present in a person’s speech 
that makes it different from other individuals. There are 
particular factors or features that give uniqueness to 
the voice of a speaker and those factors are discussed in 
Sections 4.3.1 to 4.3.5.

4.3.1 Shape and size of the vocal tract
In terms of the structure of the vocal tract system, the shape 
and size matter in the distinction of speech of a speaker. It is 
different in terms of construction and dimensions that cause 
uniqueness in the voice and varies for different speakers. 
The time-varying speech or voiceprints from the vocal tract 
system is due to the unique profile of different individuals.

4.3.2 The dynamics of the articulators
Dynamics in speech is used to represent the loudness of the 
voice and articulation is used to represent the note of a par-
ticular voiceprint, which are different for different people. 
Articulators are broadly categorized as active and passive 
articulators. In most cases, active articulators are parts of 
the tongue whereas passive articulators are parts of the roof 
of the mouth. For speech production, the tongue is the most 
important articulator and plays a vital role in the dynamics 
of sound. Due to these large verities of articulators and their 
corresponding position, several sound units are produced, 
and this adds extra challenges to speaker recognition.

4.3.3 The rate of vibration of the vocal folds
The vibration of the vocal folds causes sounds and it is dis-
similar in specific individuals. This is due to the different 
rate the vibration in the vocal cord which causes a signifi-
cant effect on the voiceprint of a speaker. The rate of vibra-
tion of the vocal folds can be a very good discriminating 
criterion for speaker recognition.

4.3.4 The accent imposed by the speaker
Usually, different people impose different accents in their 
speech while speaking and it is depending on their com-
munity and geographical location. It is the observer that 
when a variety of language is spoken by a person then the 
original accent of that speaker gets affected. This unique 
accent of a speaker helps the system to identify a subject.

4.3.5 The speaking rates
Due to variability in the speaking rate of different peo-
ple, the texture of the voice gets affected and it is reflected 
in the voice of a speaker. This property of speech signal 
varies from person to person and can be used to identify 
speakers. Speaking rates also depend on the language and 
ethnicity of the person.

5 Speaker recognition (SR) by deep learning
Speaker recognition is the process of identifying and ver-
ifying a speaker's voiceprints from the collection of vari-
ous other voices. The main objective of introducing arti-
ficial intelligence in the field of speaker recognition is to 
create a system that can verify a person's voice and can 
also be proficient in identifying a person by his voice. 
Speech signal contains the information of one's identity, 
gender, age, emotions, sex, health condition, etc., with 
some amount of ambient noise and redundant informa-
tion. So, as raw data, we must give speech signals to the 
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SR system which may contain distortion or additive noise. 
Hence, processing techniques are applied in the SR sys-
tem to nullify the redundant portion and the additive noise 
incorporated with the speech signal. A speaker recogni-
tion system comprises of two measures, namely Feature 
extraction and classification. There are numerous feature 
extraction methods available that are being used in the 
field of SR such as LPC, CLPC, MFCC. MFCC is the most 
widely used in SR as its performance comparatively better 
in extracting features from speech signals [46].

The other measure of SR is a classification that again 
has two sub-divisions i.e., the training phase and the test-
ing phase. In the training process, an SR model is trained 
with the extracted features by the feature extraction pro-
cess and then saved in the database. And in the testing 
phase, an unknown speaker's speech is given to the input 
of the model, and based on the stored database, a decision 
is made (In case of identification and verification).

By the application of deep learning in the field of speaker 
recognition drastically changed the scenario. And this in 
turn grabs the attention of the researchers and reviewers 
to have a comprehensive review on this field that has great 
progress as compared to the older models. Deep learning 
has provided many advantages including the ability of rep-
resentation to produce and extract acoustic features from 
the voice samples and many more when compared with 
other techniques. With the help of deep learning, the field 
of speaker recognition touches the sky of progress due to its 
advancement as compared to the other existing techniques.

Fig.  7 shows different steps of a speaker recognition 
system, comprised of the pre-processing part, the fea-
ture extraction part, the classification part, and lastly the 
output part. Firstly, the raw input speech sample of the 

speakers are fed into the system. This speech signal com-
prises various additive noises, so in pre-processing part, 
these signals are filtered by removing the redundant part 
that comprises unnecessary noises and followed by this 
normalization of the signals to get it ready for the feature 
extraction process. Now, in the feature extraction process, 
the feature that is important or based on which the speech 
signal gets classified are being extracted. And now finally 
in the classification part, the model is trained with the help 
of extracted feature and at the end, further normalization 
is done to produce the required desired output.

Here, we have discussed the different modules of 
speaker recognition. Here we have listed the various work 
from literature, that gives a clear idea about the progress 
and availability of the different techniques for various 
modules of speaker recognition.

5.1 Pre-processing techniques in speaker recognition
In the presence of additive noise, it becomes difficult to 
extract appropriate features for the SR system. In the 
pre-processing step, we are required to remove this redun-
dant part to make it compatible with the feature extraction 
process. So, the first and foremost step is to lessen the dis-
tortion in the speech signal to enhance the performance of 
the system. Numerous speech enhancement methods are 
used to improve the quality of the speech, but mostly spec-
tral subtraction is used for speech denoising [47]. Also, fil-
tering methods used to filter the raw speech by Adaptive 
Noise Canceller (ANC) and Savitzky Golay (SG) filters 
are reported in [39, 40]. The ANC is a type of filter that 
has two kinds of inputs, 1. A primary input: contains dis-
tortion form of the speech signal, and 2. A reference input: 
contains noise correlated with that of the primary signal.

Fig. 7 Block diagram of speaker recognition illustrating pre-processing, feature extraction, and classification
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Here, we have discussed the important pre-processing 
techniques that are used in speaker recognition and are 
illustrated in Table 4 [48–70]:

1.	 Method of silence removal: Technique to reduce the 
processing time and hence increasing the perfor-
mance of the system. It also increases the perfor-
mance of the particular system by eliminating the 
unwanted segments of the speech signal.

2.	Method of pre-emphasis: It is defined as the process 
used to increase the magnitude of high frequency 
concerning a low frequency to improve signal qual-
ity. It boosts the energy of high-frequency signals 
to become stronger than that of the high-frequency 
noise components and directly helps to improve the 
signal-to-noise ratio.

3.	 Method of Hamming window: This process involves 
multiplying the ideal impulsive response with a win-
dow function which is used to generate a filter that 
will in turn tapers the ideal impulse response. These 
are widely used to design digital filters and conver-
sion of an impulsive response having infinite dura-
tion to a finite duration impulse response. The whole 
process is called the window method.

4.	 End-point detection: Endpoint detection for speech is 
the process of detecting speech boundaries by digital 
processing methods. In a voice sample, the redundant 
pieces of information are mainly present before and 
after the actual speech region. This endpoint detec-
tion is broadly categorized into threshold-based and 
pattern-matching approaches. Acoustic features are 
extracted and compared with a predefined thresh-
old to identify speech frames in the threshold-based 
approach. Whereas in pattern matching, speech and 

noise models are created and speech and non-speech 
classification are done based on these models.

5.	 Normalization method: It is the method of normal-
izing each feature on the same scale by perform-
ing a linear transformation on the original data. It is 
a  very important step in speaker recognition tech-
nology where acoustic features, or the extracted fea-
tures are normalized.

6.	 Spectrogram method: This process involves a visual 
representation of the strength and the characteristics 
of the signal over time. It gives a clear understanding 
in the form of a visual representation of the signal.

7.	 Method of recursive least squares: This process 
involves finding coefficients that will minimize 
a weighted linear least-squares cost function relating 
to the input signals.

8.	 Method of median filtering: It is a non-linear 
method that is used to remove noises and filter the 
unwanted signals from the speech. This method 
is implemented basically to remove the noise or 
unwanted speech signal or the redundancy from the 
informative speech signal.

5.2 Feature extraction process in speaker recognition
The feature extraction technique is usually used to extract 
valuable information from a raw signal which may have 
been incorporated with additive noise. This process is 
done mainly to discard the unwanted or redundant part 
from the signal and convert the raw acoustic speech signal 
into a desired informative signal that is needed for fur-
ther processing in the case of speaker recognition [74, 75]. 
The quality of a speech and accuracy in speaker recogni-
tion degrades due to various factors such as background 

Table 4 List of pre-processing techniques used in literature

Pre-processing methods Pros Cons References

Silence removal Reduction of processing time Suits with white Gaussian noise [48–57]

Pre-emphasis Negative spectral slopes of voice parts are 
improved Gain of low-frequency signals becomes high [49, 54, 58–61]

Hamming window method Reduces errors in case of distortion Large variance in spectral estimation [49, 59, 61–63]

End-point detection Minimize the computational resources by 
incorporating spectral information In low SNR it fails [49, 64]

Normalization Reduces errors that are due to change in the 
level of volume of speakers

Increment in the magnitude of jitter i.e., a 
precision measure for displacement estimation [49, 50, 64–66]

Recursive least squares Faster coverage can easily change into real-
time systems, requires small memory Intensive computation [67]

Median filtering Reduces noise Not works well with multi-dimensional signals [48]

Spectrogram Speech is expressed in terms of time, 
frequency, energy in combined form Resolution of time and frequency is very low [53, 58, 61, 68–70]
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noise, noise in the environment, variability in the utter-
ance of speech by speaker due to illness or emotional state, 
noise in the transmission channel, etc. So, to overcome all 
this and extract the accurate features, it is needed to do 
a feature extraction process for speaker recognition. These 
features of a speech can be divided into various classes 
namely spectral-temporal, prosodic, source, and high-level 
features [76]. Various feature extraction techniques exist 
such as Linear Predictive Cepstral Coefficient (LPCC), 
Mel-frequency Cepstral Coefficient (MFCC), Perceptual 
Linear Prediction Coefficient (PLPC), etc. In Table 5 we 
have discussed the various aspects of different well-known 
feature extractors in detail [44, 71–73, 77–85].

In Section 5.2, we have discussed the applications of differ-
ent features extraction techniques or approaches for speaker 
recognition. It is clear from the Table 6 [48, 51–54, 56–58, 
60–63, 67–70, 73, 86–106], MFCC is the most widely used 
feature extraction technique that is being used mostly in the 
field of speaker recognition [107]. In Fig. 8 it is shown how 
these MFCC features extracted from the row input signal.

Fig.  8 shows the block diagram of the MFCC feature 
extraction technique. MFCC is a kind of feature extraction 
technique that aims to extract crucial features from a 
speech signal for further processing.

It involves the use of framing and windowing of the 
speech signal, then the executing fast Fourier transform 
followed by taking the logarithm of the magnitude of the 
speech signal. And after that, the speech signals are being 
wrapped with frequencies on a Mel scale and then apply-
ing the inverse of DCT (Discrete cos transform) to get the 
feature vector. Velocity and acceleration information can 
also be obtained by taking delta and double delta from the 
extracted features.

5.3 Classification process in speaker recognition
After the feature extraction classification is performed 
where the extracted features are applied to the classifier, 
the extracted features are being compared with the stored 
features. Based on the comparison, a particular classifier 
is used to detect the voiceprint or speech of a particular 
speaker. Broadly, the classifier is divided into two catego-
ries i.e., supervised when deal with training data set and 
unsupervised when doesn't deal with training data set.

Nowadays, classification technique in the field of 
speaker recognition is fully based on the statistical 
approach. The selection or the choice of a particular clas-
sifier depends on the feature used that are being extracted 
in the course of the feature extraction process. Table 7 [51, 

Table 5 Different characteristics of feature extraction techniques

Feature extraction 
techniques

Performance with 
the noisy dataset

Implementation 
complexity About Extraction method used Accuracy rate

PLP
Poor performance 

due to spectral 
balance

Moderately 
complex

Removes unwanted noise and 
increases the recognition rate

Combined method of 
spectral analysis and 
linear prediction [71]

Better than MFCC 
and LPCC [72]

MFCC Poor performance 
[73] Less complex Widely used specifically in the 

bandwidth of the human ear Dynamic method [73] 92% [44]

LPC Poor performance 
[73]

Less 
complex [73]

Used in recognition of sounds and its 
extraction is done in lower rates Static method [77] Good accuracy rate 

and reliability [44]

LPCC Poor performance 
[73] Simple [73] Used mainly in cepstral field or 

domain
Autocorrelation 

analysis [73] 88% [78]

PCA Poor performance Moderately 
complex

Don't remove noise completely. 
Based on Eigenvectors and it reduces 

the component features
Non-linear method [73] 54.66% [79]

RASTA Good 
performance [73]

Moderately 
complex

Low-frequency modulations are 
captured and extract features in 

highly noisy data

Non-linear compression 
[80]

Robust technique 
with high accuracy 

[72]

Codebook 
quantized 
spectral entries

Moderate 
performance

Moderately 
complex

The approximate location of 
spectrum in acoustic space is taken 

as features

Quantization either by a 
VQ codebook or a GMM

Moderate accuracy 
[81, 82]

Pitch and energy Poor performance Simple Pitch and energy of the signal is used 
as the feature

Learn gestures by 
modeling the joint slope 
dynamics of pitch and 

energy

Low accuracy 
[83, 84]

Prosodic statistics Poor performance Simple
For long speech segments various 

measurements like energy, duration 
and pitch are estimated

Prosodic idiosyncrasies 
of individual speakers is 

extracted

Low accuracy 
[83, 85]
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Table 6 Various feature extraction processes used by different authors

Feature extraction methods used References

MFCC, Spectrogram, Log-Mel, Filter Bank [58]

MFCC, Spectrogram, MFSC [69]

MFCC, Spectrogram [61, 68, 86, 87]

MFCC, Delta MFCC, Delta-Delta MFCC [88, 89]

MFCC, Spectral Roll-off, Roughness, Brightness, Irregularity, ZCR [90]

MFCC, LFCC, LPC, ZCR, Spectral Roll-off, Roughness, Brightness, Irregularity [91]

MFCC, Delta MFCC, Delta-Delta MFCC, GFCC [63, 92]

MFCC, LPCC, DGS, DGCS [60, 73]

MFCC, LPC, LBP [93]

MFCC, Spectral Roll-off, Brightness, Roughness, Irregularity [94]

MFCC, ZCR, Spectral Centroid, Spectral Entropy, Spectral Flux, Spectral Spread, Spectral Roll-off, Energy, Entropy of Energy, 
Chroma Deviation, Chroma Vector [95]

MFCC, LPC [96]

MFCC, DWT, WPT, WSBC [97]

MFCC, LPCC, LPC residual, phase [98]

MFCC [63, 99]

MFCC, GFCC [52, 57]

MFCC. LFCC [51]

MFCC, Spectral and Cepstrum periodicities [62]

MFCC, Delta MFCC, Delta-Delta MFCC, Spectrogram [100]

MFCC, CFCC, GFCC, RASTA, RASTA-PLP [101]

MFCC, Delta MFCC [102]

MFCC, BFCC, PLP, RASTA-PLP [103]

MFCC, LPCC [104]

MFCC, IMMFC [105]

MKMFCC [59]

Haman Transform (HT), T21S [54]

FBLPCS [56]

Spectrogram [53, 70]

Statistical features, Gabor filter, Spectrogram [67]

WPT, DWT [106]

LPC, DWT [48]

Fig. 8 MFCC feature extraction technique
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66, 67, 89, 93, 95, 108–110] illustrates the different clas-
sification techniques with their strengths and weaknesses 
used for speaker classification.

6 Deep learning in speaker recognition
In the last decade, deep learning techniques show immense 
improvement in various machine learning applications, 
now it replaces almost all state of art machine learning 
techniques in different fields. Deep learning has intensely 
transformed speech technology and then speaker recog-
nition. It can produce highly abstract embedding features 
from sounds, which is the key benefit of deep learning 
over conventional methods. Due to these influential fea-
ture extraction capabilities, a lot of deep learning-based 
speaker recognition methods were developed  [111–113]. 
In  speech recognition, deep learning illustrates its great 
success in an uncontrolled environment, encouraged by the 
success researchers implemented deep learning in speaker 
recognition  [114, 115]. With the easily available software 
and affordable hardware, it become very popular in the 
field where machine learning is applicable. The same trend 
can be observed also in speaker recognition (SR).

6.1 Feature extraction in deep learning
In speaker recognition, deep learning is helpful and exten-
sively used for feature extraction and classification. In deep 
learning models, features can be extracted either from the 
conventional hand-crafted methods (like MFCC, F-BANK, 
etc.) or with the help of convolution operation from the raw 
speech signal. In classification, speaker models are built 
with the help of extracted features, and with a probabilistic 

approach decision are made. The deep feature extraction 
method  [116] uses multiple subsets of autoencoder origi-
nally proposed in [117] to extract bottleneck features. Here 
a hybrid learning strategy has been adopted where the 
weights of the middle layer are shared across multiple adja-
cent frames by a cost function. Some of the popular deep 
feature extraction techniques are discussed here.

6.1.1 The d-vector
Many researchers had tried to extract the hidden layer 
character of DNN to use these as features. A method pro-
posed in [112] consists of multiple fully connected layers 
and the average of the activations of the last hidden layer 
are taken as features, which is called d-vector (shown in 
Fig. 9). Cosine distance comparison has been adopted for 
speaker verification. Supervised learning has been used 
to train the model using 13-dimensional perceptual linear 
predictive (PLP) features with ∆ and ∆∆ coefficients. Then 
by removing the output layer the activations from the last 
hidden layers are taken as features.

6.1.2 The j-vector
In reality the individual speakers have their style of utter-
ing syllables or words, so it becomes difficult to recognize 
a speaker directly from the speech sample. To address this 
issue, an extension of the d-vector has been proposed in [118] 
which develops a multi-task learning setup using speaker ids 
and texts. Like the d-vector, the output layer is removed after 
the supervised learning and the output of the last hidden layer 
has been taken as a feature vector, defined as a j-vector (joint 
vector). The overview of the j-vector is shown in Fig. 10.

Table 7 Different classification techniques for speaker classification

Method Strengths Weaknesses References

DT Very fast for forecasting unfamiliar records and easy to 
design disregards inappropriate features

Easy to overfit and huge Decision Trees can be challenging 
to understand, small dissimilarities in training data may 

produce huge variations in decision logic
[67, 108, 109]

NB Requires a small set of training data to estimate the 
parameters essential for the forecast It cannot learn the connection among the features [108, 109]

SVM It is memory effective and performs fine with non- 
overlapping target classes

Not appropriate for large databases and underperform 
once the number of features is greater than the number of 

training samples
[67, 93, 108]

K-NN No training data is needed before making predictions. So, 
it is quite faster than other classifiers

It is not appropriate for high dimensional and categorical 
features due to difficulties in finding the distance in every 

dimension. And it also has a high classification cost
[93, 95, 108]

GMM
It requires a smaller number of parameters for training 

and can be precisely estimated by implementing the 
expectation maximization

It needs enough data to classify the speaker [51, 66, 89]

ANN It gives robust and efficient methods to learn feature 
representation automatically from complex data

It needs massive training data and has a possibility 
to stuck at the local optima and challenging to build 

an unambiguous model.
[66, 89, 110]
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6.1.3 The x-vector
The x-vector uses DNN embedding to learn the model char-
acteristics. It employs multiple layered DNN architecture 
with fully connected layers to extract different frame-level 
temporal information. As it uses a wider temporal con-
text, the architecture is referred to as a Time-Delay Neural 
Network (TDNN). The hidden layer extracted feature vec-
tor, x-vector model [113] and its TDNN embedding archi-
tecture is shown in Fig. 11. To change the identity, speaker 
representations are used in [119]. Here x-vectors are used 
for speaker anonymization. The extracted vector values 
are modified by re-synthetizing to generate anonymized 
speech to change the speaker characterization. In order to 

use in a multi-task learning scenario [120], after learning 
speaker identities, the model also learns higher-order sta-
tistics of the input vector and it gives better performance 
over the standard x-vector. Due to the classification loss 
over training speakers, x-vectors cannot yield maximum 
advantage from unlabeled utterances.

6.1.4 End-to-end systems
To obtain speaker representation vectors an end-to-end 
solution for speaker verification with deep networks has 
been proposed in [121]. Here, a speaker model is estimated 
by N enrolment utterances instead of using cosine distance 
or PLDA classification. DNN and LSTMs are applied for 

Fig. 9 The d-vector model adapted from [112]

Fig. 10 The j-vector model adapted from [118]
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speaker representation and computation and the network 
is optimized by the end-to-end loss. The architecture is 
shown in Fig. 12. It is observed that the end-to-end archi-
tecture performs similarly to the d-vector approach when 
the same feature extractor (DNN) is used. And LSTM per-
forms better than DNN.

6.1.5 Deep Belief Networks
Another type of deep learning network is Deep Belief 
Networks (DBN) used in speaker recognition  [86,  122], 
given in Fig. 13. These are generative models with several 

binary hidden layers. The neurons in the same layers are 
not linked with each other and adjacent layers are direc-
tionless. Training of DBNs is tough because the com-
plexity of concluding the posterior distribution from the 
hidden layers. In  [123] Stacked Restricted Boltzmann 
Machines (RBMs) is applied as a DBN architecture and 
shown in Fig.  13. Transfer Learning abstract hierarchi-
cal depictions of unlabeled speech input is the objective 
of DBN. In [122], to reduce dimensionality, spectrograms 
(25 ms frame size, 10 ms frameshift) have been applied as 
input after performing PCA transformation. With conven-
tional MFCC features activations of the first and second 
layers of the RBM are appended to get the final feature set. 
After feature extraction, different classifiers can be used 
to perform speaker recognition.

Table 8 [124–129] shows the few popular deep learning 
model implementations for speaker recognition with their 
performance.

6.2 Classification by deep learning
Apart from deep feature extraction to replace handcrafted, 
to further improve system performance, DNN is more 
robust and better than other scoring and comparison meth-
ods, like PLDA and cosine distance. Deep learning models 
can adopt several techniques. Here some of the important 
methods are discussed.

6.2.1 Variational autoencoder
Variational autoencoder (VAE) is a generative model for 
speech modeling and is proposed in [130, 131]. It belongs 
to the families of probabilistic graphical representations 
and variational Bayesian approaches. Statistical infer-
ence problems are rephrased as statistical optimization 
problems in Variational autoencoders to find the param-
eter values that minimize some objective function. VAE 

Fig. 11 The x-vector DNN embedding architecture adapted from [113]

Fig. 12 End-to-end architecture adapted from [121]

Fig. 13 Structure of the DBN used for extraction of short-term 
spectral features adapted from [122]



320|Shome et al.
Period. Polytech. Elec. Eng. Comp. Sci., 67(3), pp. 300–336, 2023

maps input variables to a multivariate latent distribution. 
This model was proposed to use for unsupervised learning, 
but its usefulness has also been proven for semi-supervised 
learning and supervised learning.

6.2.2 Multi-task recurrent model
The conceptual design of the multi-task recurrent model is 
shown in Fig. 14. Here the output of one task at the pres-
ent frame is used as a piece of supplementary information 
to supervise other tasks at the time of processing the next 
frame. After implementing it as a computational model, other 
many changes need to be carefully considered. In [132], the 
recurrent Long Short-Term Memory (LSTM) model has 
been realized to build automatic speech recognition (ASR) 

component and Speaker Recognition Evaluation (SRE) 
component. The two components implemented here are 
identical and accept the same input signal with an exception, 
one is trained for speaker identification discrimination and 
the other for phoneme identification. Here some inter-task 
recurrent links are present that interconnect the two compo-
nents in a single network and the advantages of individual 
networks can be enchased in a combine network.

6.2.3 Deep learning backend with i-vectors
Inspired by the success of i-vector and deep learning 
(DL) techniques in their respective field of applications, 
the [133] combined both techniques for robust speaker rec-
ognition. Here DL parameters have been used to create 
a background model and able to replace the UBM. A two-
class hybrid DBN-DNN model has been trained for the 
individual target speaker to increase the discrimination 
between target speakers i-vector/s and the other speakers 
i-vectors. The Universal Deep Belief Network (UDBN) is 
initialized with speaker-specific parameters adapted from 
a global model. Then using the back-propagation algo-
rithm the cross entropy between the class labels and the 
outputs is minimized. The train/test phases of this method 
are shown in Fig.  15. The impostor samples for target 
speakers are first identified by the impostor selection algo-
rithm. The number of impostor samples are reduced, and 
the number of target ones are augmented reasonably and 
effectively by the balanced training block. For each target 
speaker model, the selected impostors are clustered, and 
the cluster centroids are taken as final impostor samples. 
To maintain impostor and target data in balance, impos-
tor centroids and target samples are divided into equal 
mini batches. The DBN adaptation block is introduced to 
recompense the lack of input samples. The whole back-
ground i-vectors are used to build a UDBN as unlabeled 

Table 8 Performance of different classification techniques

References DNN modelling 
technique used Recognition rate (%)

[124] DNN + HMM 13.57 WER (Word Error Rate)

[125] DNN + HMM 17.53 WER

[126] DNN 86.19% FDA (Feature Detection 
Accuracy)

[127] DNN 59.90% WA (Weighted Accuracy)

[128] DNN 82.00% WA

[129] DNN 10.63% WER

Fig. 14 Multi-task recurrent learning for ASR and SRE adapted from [132]

Fig. 15 Block diagram of the train/test phases of the deep learning backend for i-vectors adapted from [133]
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samples are sufficient for DBN training. For each target 
speaker, UDBN parameters are then adapted to the bal-
anced data. The DNN is discriminatively trained for each 
target speaker by the adapted DBN and the balanced data 
to the target/impostor labels.

6.2.4 Using contrastive loss for vector comparison
In speaker identification, SoftMax layers are useful to gen-
erate a DNN backend system as it is a straightforward clas-
sification task. But for speaker verification, the compari-
son of two vectors is essential. To realize this, a general 
discriminative method for learning complex similarity 
metrics has been proposed in [134]. This method is useful 
where the number of classes are too large, and samples of 
all the classes are not available at the time of training. Here 
a loss function is defined and by minimizing this function 
the system approaches the anticipated behavior. The loss 
function is discriminative by driving the system to make 
the right decision without any probabilistic estimation. 
Here a convolutional network architecture has been cho-
sen that exhibits robustness to variations of the input and 
reduces the need for an accurate representation of the data.

6.2.5 SincNet model
A special CNN architecture, called SincNet model  [135] 
was introduced for speaker recognition. Instead of using 
any handcrafted features, it uses raw speech signals to 
train the model. The authors proposed a unique SincNet 
layer, which extracts more meaningful and effective fea-
tures. In this approach first CNN layer was replaced by 
SincNet layer, which is a compact method of feature 
extraction. The SincNet layer learns the lower and higher 
frequencies of the band-pass input signal. These bandpass 
cut-off frequencies are learned by convolving Sinc func-
tion with speech waveform. Here only lower and higher 
cut-off frequencies are learned. This reduces the burden 
of learning nonessential (noisy and incongruous) fea-
tures. The system learns only the meaningful parameters, 
which makes the model elegant and lightweight. By gra-
dient-based optimization technique, cut-off frequencies 
of the filters can be optimized together with other CNN 
parameters as whole processes involved in SincNet are 
fully differentiable. After the first Sinc-based convolution 
a standard CNN pipeline (pooling, normalization, acti-
vations, dropout) has been employed as shown in Fig. 16. 
After that multiple standard convolutional and fully con-
nected were introduced to accomplish speaker classi-
fication with a SoftMax classifier. This model has three 

distinct advantages over conventional models and is fast 
convergence, few learnable parameters, and high inter-
pretability. Considering the mutual information as an 
objective function for embedding vector comparison, this 
model was extended for unsupervised speaker embedding 
learning as proposed in [136].

6.2.6 DNN/i-vector hybrid framework for speaker 
recognition
An automatic speech recognition (ASR) deep neural net-
work (DNN) system for speaker recognition has been 
proposed in  [111]. The flow diagram of this method is 
shown in Fig. 17. Here, a DNN trained for ASR was used 
to extract necessary statistics for the i-vector model. This 

Fig. 16 Architecture of SincNet adapted from [135]

Fig. 17 Flow diagram of the DNN/i-vector hybrid framework adapted 
from [111]
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model provides large enhancements over other state-of-
the-art methods by substituting the UBM-GMM to yield 
frame alignments. To calculate the posterior of the frames 
for each of the classes in the model, DNN substitutes the 
GMM. The DNN classes are senones (tied triphone states) 
and are obtained using a standard Decision Tree for auto-
matic speech recognition. After computing posteriors, the 
zeroth and first-order statistics are computed before they 
are fed into the i-vector/PLDA. With the original backend, 
adequate statistics are then extracted using these posteri-
ors to calculate i-vector. The authors claimed that the DNN 
approach significantly improved the i-vector speaker rec-
ognition system performance as related to the UBMGMM 
based model. As the ASR-DNN system integrates the 
information from speech content directly into the statistics 
keeping standard backends unchanged, it becomes a good 
option to implement in speaker recognition.

6.2.7 Speaker classification unlabeled data
To add extra dimensionality to speaker recognition from 
labelled to unlabeled data, many researchers implemented 
some models which can be able to learn through the samples 
are unlabeled. To increase the performance of the ML sys-
tem, the DNN model must be trained with a large amount 
of data. these data may not be always properly labelled as 
the samples are taken from various sources under different 
conditions. Few methods use large-scale unlabeled data 
for training by curriculum learning  [137, 138]. Here, the 
DNN models start learning from labelled data and sequen-
tially unlabeled samples are fed to the model. TDNN and 
LSTM based models are supposed to give better results 
compared to baseline models.

7 Difficulties in speaker recognition
In real-life scenarios, speech processing systems must oper-
ate under varied data conditions. The estimation of speech 
quality under degraded data conditions is a very challeng-
ing task [139]. So, the system should be robust to different 
acoustic factors such as speaker differences, transmission 
channels, and background noise under diverse data condi-
tions. Most speech applications perform digital filtering 
to enhance classification performance by passing noisy 
utterances through a linear filter to get a clean utterance 
approximation. The fundamental idea is to reduce noise 
by designing an optimum filter without significant loss 
of useful speech and speaker evidence. In this direction, 
several studies were conducted to minimize the effects of 

the environment so that speech signals can be classified 
correctly. In [140], a spectral subtraction method was pro-
posed that overlaps a small portion of background noise 
over the speech signals. The components that are equiv-
alent to noise were hidden in speech signals. However, 
spectral subtraction removes some valuable features of 
the original speech signal [141]. Support Vector Machine 
(SVM)  [142] overcome this issue by classifying speech 
features into several classes. The difference among speech 
features of the same class is minimized to enhance clas-
sification accuracy. This method usually requires many 
training data and is not suitable for real-time applications.

7.1 Signal quality subject to practical applications
The efficiency and effectiveness of speaker recognition 
systems are depended on the quality of the data used to 
develop the system. Many experiential studies have shown 
that unwanted signals (like noise) intensely decrease pre-
diction accuracy. In prediction applications, the problem 
of identifying and handling noise has drawn the large 
attention of researchers in the last decade. This noise can 
impact the performance of speaker recognition systems 
in terms of accuracy, complexity, and time requirement. 
For  real-world data, sources of noise are from attributes 
and class labels which set a massive impact on system per-
formance. The data collection process may be inaccurate 
or incompatible with the signal processing applications 
due to unreliable data collection instruments and human 
error. As a result, the collected data contains a significant 
amount of redundant portion/information which results in 
misinterpretation problems. This makes the whole system 
unreliable for unknown test data. When we deal with real-
life data, it is observed that the samples are get affected by 
several components, noise is a key factor particularly [143]. 
And for speech signals, non-speech segments are the most 
important factor to be considered in designing a system 
because it is also the unwanted portion of the signal as 
noise. The source of this problem is like that of noise, like 
errors added by transducers and errors at the time of data 
collection, such as the time between on-off the transduc-
ers. The performance of any classifier not only depends on 
the training data conditions but also largely depends on the 
non-speech regions. To achieve maximum accuracy by a 
classifier, along with a learning algorithm, the data condi-
tion is an equally important parameter. Corruption in data 
in any form results in improper learning of parameters 
which leads to the degradation of system performance.
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7.2 Identification of the desired segments in signal
The performance of a system mainly depends on input sig-
nal conditions. The input signal contains redundant parts 
like background noise, chirping noise, background speech, 
channel mismatch, sensor mismatch, and other environ-
mental conditions, etc. along with valuable information. 
The redundant information (non-speech regions) is primar-
ily present before and after the region of interest and it dras-
tically degrades the performance of many speech-process-
ing applications [144–146]. It is essential to remove these 
unwanted portions to improve the system performance of a 
speech-based application. The removal of these unwanted 
parts by identifying the speech boundary is called end-
point detection. Precise end-point detection reduces the 
computational complexity by optimizing the dimensional-
ity of speech signal [83], which is very much essential in 
applications like speech and speaker recognition.

In speaker recognition, classification is a complex prob-
lem in presence of such nonspeech regions, and finding an 
appropriate solution is often difficult but very essential for 
the proper learning of a model. When these non-speech 
data are present, it affects the intrinsic characteristics of 
a classification problem and introduces new properties 
in speaker recognition. The non-speech regions can be 
responsible for the creation of small clusters of examples 
of a particular speaker class in areas that corresponds to 
another speaker class. And it may also cause desertion of 
examples located in key areas within a specific speaker 
class. The overlapping between two speaker classes is 
caused by the non-speaker embeddings. Due to these vari-
ous reasons, knowledge extraction from the data becomes 
difficult and pampers the models trained on non-speaker 
embeddings. Data collection in the real-world scenario 
can never be perfect and by the presence of non-speech 
regions, the performance of the system will be affected in 
terms of classification accuracy, training time, size, and 
interpretability of the classifier.

7.3 Complexities in model learning
In speaker recognition, many studies have been done on 
extracting more and more meaningful speaker embed-
dings to improve the system's performance. These models 
perform quite satisfactorily under clean and explicit data 
conditions. When the input speech samples have noise and 
non-speech segments, the functioning of the system dras-
tically drops down. For real-world scenarios, class noise 
is more significant as compared to attribute noise for clas-
sification problems. The same instances in a sample with 

different class labels and different classes with similar 
instances are referred to as class noise. The non-speech 
regions in a speech sample carry the same properties when 
subjected to a classification problem. We have observed 
that these non-speaker embeddings play a crucial role in 
the operation of a system. This study emphasizes the non-
speaker embeddings which are very essential for devel-
oping an effective model. But in this direction, very less 
importance given and sufficient research has not been 
done yet. In this study, we concentrate on this problem 
and analyses the effect of non-speaker embeddings on the 
speaker recognition process.

7.4 Non-speaker information in model learning
When machine learning models are trained with some 
speech samples, along with speech segments many non-
speech segments are present. These non-speech segments 
may be silent, background/environmental noise, sys-
tem-generated noise, etc. With the help of effective end-
point detection techniques, the non-speech regions before 
and after the actual speech can be removed. In the pres-
ence of noise, proper endpoint detection is really a chal-
lenging task [147, 148]. Besides this, the non-speech seg-
ments are still present between the two speech segments. 
Eliminating these frames are near to impossible. When 
a machine learning model learns the parameters from the 
data, it gets confused with the speech and non-speech seg-
ments. The machine considers the non-speech segments 
as speech segments when it trains the model. This leads 
to errors in model hyperparameters, and the testing gives 
poor performance. This problem becomes more substantial 
in speaker recognition as ‘n’ numbers of speaker classes 
may be present in a complete system. The non-speech 
region characteristics are similar for all speaker utter-
ances irrespective of the person’s identity. When a model 
learns a particular speaker pattern, the non-speech embed-
dings are the same for every utterance of all speakers. 
This creates an overlapping between all speakers and the 
extracted features are the same for each speaker in these 
regions. Because of this system gets perplexed as it cannot 
discriminate the speaker characteristics from these seg-
ments resulting misclassification problem. This problem 
becomes more significant when the speech samples are 
processed in a short frame. In the same sample, few frames 
are classified correctly but many frames are misclassified 
due to improper training. In the decision-making process, 
this creates a major issue in the final classification results. 
To overcome this problem the non-speech or non-speaker 
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information should be handled carefully. To address this 
issue, we have introduced non-speaker information as 
embeddings to the model at the time of learning. The non-
speaker embeddings are defined as some separate classes 
along with the speaker class. By doing this system can be 
able to learn this non-speaker information at the time of 
training. This will help the system to learn the speaker 
embedding more conveniently and the model can distin-
guish speaker and non-speaker effectively which in turn 
helps the system to recognize individual speakers more 
conveniently. This will increase the overall recognition 
ability of the model under variable data conditions.

8 Performance evaluation metric
In classification, system performance measures play 
an  important role in critical study. So, several perfor-
mance measures are used as evaluation criteria of classifi-
ers. The confusion matrix estimation for evaluating classi-
fier performance is the most widely used metrics in many 
applications. The confusion matrix representation is shows 
in Table  9 and is used to predict positive and negative 
instances. Speaker recognition system performance can be 
optimized by reducing "false positive" and "false negative".

In Table 9:
•	 Tpos is the true positive (instances where actual and 

predicted classes are produced correct).
•	 Tneg is the true negative (instances where actual and 

predicted classes are produced negative).
•	 Fpos is the false positive (instances, where the actual 

class comes out to be negative and predicted class, 
is positive).

•	 Fneg is the false negative (instances where actual 
class comes out to be positive and predicted class is 
negative).

The most popular evaluation criteria that are used in 
the field of speaker recognition for classification problem 
are accuracy, recall, F-measures, and precision, which are 
discussed below.

8.1 Accuracy
It is the ratio of correctly predicted instances to an entire num-
ber of instances present. It is widely used in the classification 

system and is the most usable evaluation criteria. The mathe-
matical representation of accuracy is shown in Eq. (1):
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8.2 Precision
It is the ratio of the negative instances that are predicted to 
be negative. The precision rate and Fpos rate are inversely 
proportional to each other. And this is used especially 
when the scenario is to check for the exactness of the clas-
sification system as an evaluation criterion.
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8.3 Recall
It is the ratio of the positive instances when the accurate 
class and predicated class turns out to be positive or cor-
rect i.e., Tpos to the total number of positive instances. It is 
also said to be a True Positive Rate (TPR).
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8.4 F-measure
It is the weighted harmonic mean of Recall and Precision 
on the condition of extreme balance of Fpos and Fneg . 
The mathematical representation comes out to be as fol-
lows in Eq. (4):

F -measure Precision Recall

Precision Recall
� �

�
�� �
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8.5 Equal Error Rate
Equal Error Rate (EER) represent the performance of 
a speaker recognition system by considering false accep-
tance Rate (FAR) and False Rejection Rate (FRR). 
The lower value of EER is always desirable as it indicates 
higher accuracy rate. The FAR, FRR and EER can be cal-
culated by in Eqs. (5), (6) and (7):
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Table 9 The confusion matrix

Actual instances

Yes No

Predicted 
instances

Yes Tpos Fneg

No Fpos Tneg
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8.6 Root Mean Square Error (RMSE)
The RMSE is a standard parameter, used to compute the 
error of a trained model for prediction of quantitative data. 
It is expressed by Eq. (8):

RMSE �
�� �

�
�

x x
n

j j

j

n
2

1

̂
,	 (8)

where x x x xn1 2 3
, , , ,…̂ ̂ ̂ ̂  are the predicted values and 

x1 , x2 , x3 , …, xn are the observed values.
When the distribution of error is likely to be Gaussian, 

then RMSE is used to evaluate model performance.

8.7 Receiver Operating Characteristics (ROC)
The ROC is represented as the curve that expresses the 
relationship between FAR and FRR at different values. 
The ROC shows the performance of a classifier with 
respect to discriminative threshold. The FAR and FRR are 
data dependent, their values change with the size of data-
set. The result of a classifier changes with the change in 
decision threshold.

9 Frameworks of DL implementation
The framework of deep learning implementation is very 
important in terms of training the deep learning neural 
network or DNN with the help of GPUs to gear up the 
training process in less time.

The intention of researchers of building various soft-
ware frameworks in the field of deep learning to access 
different deep learning architectures, implement deep 
learning most easily, evaluate results efficiently. As deep 
learning techniques become popular in today's world, it 
gained a lot of attention from the researchers. The research-
ers and developers give much attention to develop an effec-
tive framework to properly utilize the advantages of deep 
learning with great ease. There is a list of the most widely 
used frameworks in the field of deep learning which are 
discussed below in Table 10 [149–165].

10 Application of speaker recognition system
Some of the applications of speaker recognition systems 
are discussed below:

1.	 In surveillance: 
Security agencies use speaker recognition systems 
in electronic telephone and radio conversions to col-
lect information regarding various aspects and it 
requires good quality data, filter mechanisms [166].

2.	 In authentication:
In this area, it is used to match or identify different 
voiceprints of different speakers based on different 

features present in respective voice prints like voice 
quality, utterance rate, etc. [166, 167].

3.	 In forensic:
It is having great importance in this sector. 
A recorded speech sample can be matched with that 
of the suspect's voiceprint to recognize whether the 
person is a criminal or not [166].

4.	 Insecurity: 
This is used for security measures where it is incor-
porated into the whole authentication process such as 
in biometric authentication, in the transaction pro-
cess, and many more [166, 167].

5.	 In multiple speaker tracking:
In multi-speaker tasks, there are 3 processes, namely 
speaker detection, speaker tracking, and speaker 
segmentation. In detection presence of a particular 
speaker is checked, in tracking speakers speaking 
intervals are recorded, and finally in segmentation 
intervals of different speakers are located such as in 
conference calls. And this speaker segmentation is 
used in news broadcasts [167].

6.	 In personalized user interface:
Here, it is used in the case of voice mails where the 
speaker on the other side can be accepted by the sys-
tem according to his or her voice mails based on 
reference [166].

11 Databases used in SI and SV
As in many technologies, the choice of databases is very 
crucial. Numerous databases are used in the field of 
speaker recognition. It is very hard to say that whether 
an approach will perform better as it is provided with a 
different dataset. Due to these various data conditions 
are considered by selecting the training and evaluating or 
testing database. There are a huge number of databases 
that are used in this field with different properties that can 
be found publicly either free or paid. It enables us to use 
many datasets that are present in the database during the 
training phase. There are various kinds of databases avail-
able in this field, and a list of the databases that are used in 
speaker recognition specifically for speaker identification 
and speaker verification domain [114, 168–170] are given 
in Table 11 [58, 62, 89, 90, 103, 168–205].

12 Future scopes and challenges
In recent days with the increase in technological develop-
ment, there is a great demand for the integration of bio-
metrics into different applications. The methods of speaker 
verification and speaker identification are growing very 
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Table 10 Different frameworks of DL implementation

Software/
Toolbox

Supportive 
language

License/
Access GPU Platform that 

supports
Supporting DL 

techniques
Optimizer 

used Activation function used

Deep learning 
toolbox MATLAB BDS [149] Yes Windows, LINUX FCNN, SAE, DAE, 

CNN, DBN BP Sigmoid

Keras Python MIT [150] Yes Windows, 
LINUX, Apple CNN, RNN SGD ADAM 

RMSprop
ELU, ReLU SoftMax 
SeLU, Tanh Sigmoid

Theano Python Numpy [151] Yes Windows, 
LINUX, Apple

FCNN, DAE, CNN, 
DAN SGD ReLU, Tanh SoftMax

Tensorflow Python, C++ Apache [152] Yes Windows, 
LINUX, Apple CAE, CNN, RNN SGD BP ReLU, Sigmoid

Caffe Python, 
MATLAB, C++ BSD [153] Yes Windows, 

LINUX, Apple CNN SGD ReLU, Tanh Sigmoid, 
ELU

MatConvNet MATLAB, C++ BSD [154] Yes Windows, 
LINUX, Apple CNN SGD ReLU, Sigmoid

SimpleDNN Kotlin Mozilla [155] Yes Windows, 
LINUX, Apple FCNN, RNN - ELU, SoftMax

RNNLIB C++ MIT [156] Yes LINUX, Apple RNN - -

CNTK C++, C#, 
Python, Java BSD [157] Yes Windows, LINUX CNN, RNN SGD ReLU, Tanh ELU

PyBrain Python BSD [158] Yes Windows, 
LINUX, Apple FCNN, RNN, RBM BP Sigmoid

Torch Lua C BSD [159] Yes Windows, 
LINUX, Apple FCNN, AE, CNN SGD ADAM ReLU, Tanh SoftMax

Neural 
Networks Java MIT [160] Yes Windows, 

LINUX, Apple
FCNN, SAE, DAE, 
CNN, RBM DBN - ReLU, Tanh SoftMax, 

LRN Sigmoid

ConvNet MATLAB BSD [161] Yes Windows, LINUX CNN IBP ReLU, Sigmoid SoftMax

OpenNN Python, C++ GNU [162] Yes Windows, 
LINUX, Apple FCNN - -

MDLTB MATLAB Information is 
not available Yes Windows, 

LINUX, Apple
FCNN, SAE, DAE, 

CNN, RNN ADAM ReLU, PReLU

DL4J Scala Java Apache [163] Yes Windows, 
LINUX, Apple

FCNN, AE, CNN, 
RNN

SGD ADAM 
RMSPrp

Tanh, ReLU SoftMax, 
ELU Sigmoid

Chainer Python MIT [164] Yes Windows, 
LINUX, Apple

FCNN, AE, CNN, 
RNN SGD ReLU

SincNet Python MIT [165] Windows, 
LINUX, Apple CNN RMSprop ReLU, SoftMax

rapidly for their excellent prospects in the fields of banking 
& technological security, disease detection, voice detection, 
biometric authentication, speaker recognition, virtual voice 
assistants, etc. Researchers and scientists have come up 
with numerous methods of speaker recognition. The mod-
ern state is very complex and mature hence hard to put it in 
simple run-throughs. Nowadays, the advancements of deep 
learning (DL) are steadily increasing because of its easy 
availability and low-cost software and hardware integrated 
environment. To improve performance and accuracy with 
more complex and challenging datasets, scientists started 
using deep learning methods in the field of speech process-
ing and speaker recognition. Mobile phones and computers 

are the platforms of applications for digital assistants like 
Apple's Siri and Cortana, nowadays this has changed the 
whole scenario drastically. Now people have become more 
interested in voice-activated home speakers like Amazon 
Echo(Alexa), Google Home, and Samsung's Bixby, etc. 
The applications like Google Home or Amazon Echo can be 
easily controlled with a vast category of Internet of Things 
(IoT) devices. The IoT devices include smart TVs, smart 
fridges, headphones, and smoke alarms, along with a large 
and increasing list of third-party integrations and custom-
ization. Biometric security techniques like speaker recog-
nition in smart home, and office devices play an important 
role in the safety and security of home and office appliances.
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Table 11 List of databases used in SI and SV

Database SV/SI Year Speaker  
(M/F) Sessions Language Environment Age 

info Access
Sampling 
frequency 

(kHz)
Format References

YOHO SV/SI 1995 138 (106/32) 14 English Quiet No Paid 8 WAV [171, 172]

BT-DAVID SV 1996 31(15/16) 5 English Quiet Yes Paid 16 WAV [173]

M2VTS SV 1997 37(30/7) 5 English Quiet No Paid 16 WAV [174]

PolyVAR SV 1997 143(85/58) 1–129 English Quiet Yes Paid 16 WAV [175]

OGI Speaker 
Recognition SV 1998 91(43/48) 12 English Quiet/Noisy Yes Paid 16 WAV [176]

XM2VTS SV 1999 295(158/137) 4 English Quiet No Paid 8 WAV [177]

Ahumada SV 2000 104(104/0) 6 Spanish Quiet Yes Paid 16 WAV [178]

PolyCOST SV/SI 2000 134(74/60) 5–14 English, 
European Quiet Yes Paid 8 A-LAW [179]

Verivox SV 2000 50(50/0) 2 Swedish Quiet No Paid 16 WAV [180, 181]

Smart Kom SV 2002 45(20/25) 2 German Quiet No Paid 16 WAV [182]

BANCA SV 2003 208(104/104) 12

English, 
France, 
Italian, 
Spanish

Quiet/Noisy No Paid 16 WAV [183]

BIOMET SV 2003 91(45/46) 3 France Quiet Yes Paid 16 WAV [184]

STC SV 2003 89(54/35) 1–15 Russian Quiet No Paid 16 WAV [185]

MyIdea SV 2005 30(30/0) 3 English, 
France Quiet/Noisy No Paid 16 WAV [186]

Valid SV 2005 106(79/30) 5 English Quiet Yes Paid 16 WAV [187]

CCC-VPR2 
C200510000 SV 2006 10000(-/-) 2 Putonghua Quiet No Paid 16 WAV [188]

MIT-MDSVC SV 2006 88(49/39) 2 English Quiet/Noisy No Paid 16 WAV [188]

M3 SV 2006 39(29/10) 3
Cantonese, 

English, 
Putonghua

Quiet/Noisy Yes Paid 8 WAV [189]

BIOSEC SV 2007 250(-/-) 4 English, 
Spanish Quiet Yes Paid 8 WAV [190, 191]

BiosecureID SV 2007 400(-/-) 4 Spanish Quiet Yes Paid 8 WAV [192]

MbioID SV 2007 120(-/-) 2 English, 
France Quiet Yes Paid 16 WAV [193]

Biosecure SV 2010 400(-/-) 2 European Quiet Yes Paid 16 WAV [194]

UNMC-VIER SV 2011 123(74/49) 2 English Quiet No Paid 16 WAV [195]

RSR2015 SV/SI 2012 300(157/143) 9 English Quiet Yes Free 16 WAV [169, 196]

TIMIT SI 2011 630(438/192) 1 English Quiet No Paid 16 WAV [168, 197, 
198]

VoxCeleb 2 SI 2018 6112(3761/2351) 2 English Quiet/Noisy No Free 16 WAV [58, 199, 200]

ELSDSR SI 2012 22(12/10) 1 English Quiet Yes Free 16 WAV [62, 89, 103]

CHAIN SI 2015 36(16/20) 1 English Quiet No Free 44.1 WAV [90, 201, 202]

LibriSpeech SV/SI 2015 1166(602/564) 1 English Quiet No Free 16 WAV [203]

IITG-MV SR 
(Phase I II  
III & IV)

SV/SI 2012 544(-/-) Multiple 
sessions

English 
(IND) + 

13 regional 
languages

Quiet/Noisy Yes Paid 16 WAV [204]

NITS database SV 2018 300(247/51) Multiple 
sessions

English 
(IND) Noisy Yes Paid 16 WAV [205]
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Although deep learning techniques attains a new height 
in the field of speaker recognition. Reverberation effect, 
microphone mismatches, language mismatches, short 
utterances, background noise, channel distortion, and 
other issues in practical applications have a great impact 
on performance and these need to be addressed effectively 
to be used for practical deployable systems. The denois-
ing algorithms still have great limitations and handling 
multiple noises at the same time is a great challenge for 
researchers. Feature extraction and classification are the 
major challenges under such degraded data conditions. 
In this direction of the smart future, the challenge lies in 
improving accuracy, noise reduction, range, etc. At pres-
ent solutions to the problems are scenario-specific and 
finding a generalized solution is the future challenge in 
speaker recognition. For any speaker recognition system, 
security is the major issue in development and the system 
must be robust against spoofing attacks. These problems 
are caused by replay, speech synthesis, voice conversion, 
and adversarial samples. The spoofing-aware speaker rec-
ognition [206] becoming popular to address such issues. 
To improve overall system performance, model compres-
sion techniques like network pruning  [207] and knowl-
edge distillation [208] can be implemented. In deep model 

design Transformer layer, few-shot learning, and atten-
tion-based network are the few options that can be intro-
duced for robust speaker recognition. Achieving good sys-
tem performance and runtime efficiency at the same time 
is the major challenge in developing a speaker recognition 
system. To address these issues lightweight deep learning 
models [209] and multimodal deep learning models [210] 
are good options to explore in the future.

13 Conclusion
In this paper, we reviewed the speaker recognition tech-
niques, their applications and gives an idea about deep 
learning for speaker recognition. We tried to describe 
the speaker recognition process including speaker veri-
fication and identification and also describes the factors 
that affect the speech signal which provides uniqueness 
in voiceprints and various challenges regarding this field. 
So, our main objective behind writing this paper is to 
review the speaker recognition technique in the field of 
speaker identification and speaker verification. As till date 
research and development or advancement in the field of 
the speaker, recognition doesn't grab so much attention, so 
this paper has been written intending to give light on the 
field of speaker recognition for the upcoming world.
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