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Abstract

Until now, computational burden alleviation and stability issues for the three-phase four-leg converter has not yet been thoroughly investigated. However, compared to the conventional controllers, the implementation of predictive current control approach for 3-Ø, 4-L inverter suffers a large computational burden due to its additional fourth-leg. Motivated by this fact, this article provides an alternative predictive current control implementation for 3-Ø, 4-L inverter which offers reduced computational effort to achieve similar performance as the conventional FCS-MPC and ensures the global stability of the closed-loop system. To further understand the consequences of the developed control law, theoretical stability analysis has been carried out that links Lyapunov's direct method with the closed-loop system behavior. The outcome of the theoretical stability analysis demonstrates the global stability of the overall system which is later supported by the experimental results. With the proposed method, the number of possible voltage vectors required to obtain the optimal voltage vector in each sampling interval reduces from sixteen to five and thereby simplifies the prediction process. It is also derived that the Lyapunov function-based approach actually yields to the dead-beat control, which has not been previously highlighted in the previous papers. The current work also provides experimental results for different loading conditions (balanced and unbalanced) which further demonstrates the efficacy of the proposed method.
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1 Introduction

3-Ø, 4-L voltage source inverters are one of the most popular choices for forming distributed generation systems and ac microgrids [1, 2] (Fig. 1). The 3-Ø, 4-L voltage source inverters also provide flexible solutions for different other power electronics applications that include active power filtering, nonlinear load harmonics and imbalances compensation, grid power quality improvement, fault tolerant operation of drives, UPS (uninterruptible power supply) applications [3–7] and so on. However, for distributed generation systems, the role of the 3-Ø, 4-L inverter is mostly to ameliorate the poor power quality issues due to intermittent nature of renewable energy sources which includes the lower power factor, distorted dc voltage, and higher current ripple [8]. Thus, the control technique of the 3-Ø, 4-L inverter needs to consider two important aspects that include stability and efficiency.

By now the basic control concept for this converter is widely known and well understood. There are examples of implementation of various modulation schemes for 3-Ø, 4-L inverter. Several types of advanced control schemes such as the selective harmonic elimination (SHE) [9], carrier-based sinusoidal pulse width modulation (SPWM) [10], and 3-D space vector modulation (3-D-SVM) [11] methods have already applied to 3-Ø, 4-L inverters. However, these control schemes suffer some drawbacks such as complexity, steady-state error, and sensitivity to parameter uncertainty [12, 13]. Recently, a sliding mode controller is presented which regulates the output voltage of the four-legged inverter featuring fixed switching frequency operation [12]. The proposed method can reduce the chattering problem significantly without affecting the robustness, regulation and dynamic response. A new deadbeat controller is proposed in [13] which employs a discrete-time control platform for achieving the fastest possible dynamic performance. Predictive control is another class of controller which is gaining popularity in recent times among the industrial communities due to its simplicity, improved dynamics, and the inclusion of several non-linear constraints in the cost function [14–19]. Like other power converters, several FCS-MPC implementations have already
been reported for 3-Ø, 4-L inverters till now. In [14] a predictive control approach is presented to control the load current of 3-Ø, 4-L inverters using a predictive cost function without any modulation stage. However, there is a lack of discussions addressing the stability issues and the reduction of computational burden.

Two-step prediction-based FCS-MPC is proposed in [15] which can improve the performance of the converter concerning the load voltage quality. Besides, switching frequency reduction is highlighted. In [3] a model predictive control for the 3-Ø, 4-L inverters with grid interfacing capability is presented with an advanced controller (combination of FPGA and DSP) to reduce the computation time. Although a great variety of predictive control approach has been presented for this inverter, quite limited number of research works exist in the literature which demonstrates the stability and parameter independence of the FCS-MPC controlled 3-Ø, 4-L inverter.

The closed-loop stability of the FCS-MPC is usually investigated by using Lyapunov’s direct method. Lyapunov’s direct method has been proven to be a useful and reliable tool for investigating the stability of the power converters [20]. Various approaches to Lyapunov function-based methods that play a vital role in both stability analysis and control synthesis for nonlinear dynamical systems are already highlighted in [21–24]. Some other notable contributions involving the Lyapunov function-based control method for an exponentially stable closed-loop system is reviewed in [25–28].

Besides, the implementation of FCS-MPC for 3-Ø, 4-L inverter often faces the unavoidable computational burden. This heavy computational load is due to the additional fourth leg [13] in its configuration. Thus, it is desirable to develop a specialized FCS-MPC algorithm for 3-Ø, 4-L inverter that requires a minimal number of calculations. In summary, some important aspects of FCS-MPC such as closed-loop stability and computational burden alleviation have not been studied in depth for four-legged inverters. Motivated by the above-mentioned research gap, this paper proposes a modified FCSMPC algorithm for 3-Ø, 4-L inverter to ensure global stability and reduce the unavoidable computational difficulties placed on the controller. For the current work, it has been mathematically proven that all signals of the closed-loop dynamics of the proposed system are uniformly and ultimately bounded. Experimental results included in this paper clearly demonstrate the stability and the computation time reduction mentioned above.

This article is structured to present in Section 2 the topological structure of the 3-Ø, 4-L inverter. Section 3 describes the formulation of the proposed FCS-MPC algorithm. Section 4 is exclusively dedicated to highlighting the advantages of the proposed scheme in comparison to the conventional approach. Moreover, the experimental results are presented in Section V. Finally, the conclusion is drawn in Section 6.

![Diagram of an ac microgrid structure with distributed generation systems](image)
2 The 3-Ø, 4-L inverters system configuration

Fig. 2 shows the basic circuit topology of the 3-Ø, 4-L inverter system. The three-legs of this inverter is connected to the loads through L filters as shown in Fig. 2. The zero-sequence path is created between the fourth-leg of the inverter and the neutral point of the load via an inductor.

To simplify the analysis, the following vectors are adopted:

\[ u_{inv} = [u_a \ u_b \ u_c]^T, \]
\[ v_{load} = [v_a \ v_b \ v_c]^T, \]
\[ i = [i_a \ i_b \ i_c]^T, \]  \hspace{1cm} (1)

where \( u_{inv} \) represents the converter voltage/actuation voltage, \( v_{load} \) is the voltages across the loads, and \( i \) is the three-phase load current. Referring to Fig. 2, the dynamic equation which represents the converter characteristic can be expressed as:

\[ u_{inv} = R_i \frac{di}{dt} + L_i \frac{di}{dt} + v_{load} + v_{Ln}, \]  \hspace{1cm} (2)

where, the inductance of the filter components is represented by \( L_i \). \( R_i \) represents the leakage resistance and \( L_n \) is the neutral inductance to limit the ripple of the neutral current.

The discretized version of Eq. (2) using Euler’s approach can be written as:

\[ u_{inv} [k] = R_i [i[k]] + L_i \frac{i[k+1] - i[k]}{T_s} + v_{load}[k] + v_{Ln}[k]. \]  \hspace{1cm} (3)

The predicted current vector flowing through the filter component \( L \) is calculated using the discrete-time domain derived from Eq. (3):

\[ i[k+1] = i[k] + \frac{T_s}{L_s} [u_{inv}[k] - v_{Ln}[k] - v_{load}[k]]. \]  \hspace{1cm} (4)

The voltage across neutral point inductor (\( v_{Ln} \)) can be estimated as:

\[ v_{Ln}[k] = \frac{L_s}{T_s} (i_a[k] - i_a[k-1]) + \{i_b[k] - i_b[k-1] + \{i_c[k] - i_c[k-1]\}]. \]  \hspace{1cm} (5)

The 3-Ø, 4-L inverter voltage vectors can be generalized using a simple mathematical equation which relates the measured dc-bus voltage and the converter switching states as indicated below:

\[ u_{inv}[k] = \begin{bmatrix} u_{a1} \ u_{b1} \ u_{c1} \ u_{a2} \ u_{b2} \ u_{c2} \ u_{al} \ u_{bl} \ u_{cl} \ u_{dl} \end{bmatrix} = \begin{bmatrix} (s_{a1} - s_{a2})v_{dc}[k] \ (s_{b1} - s_{b2})v_{dc}[k] \ (s_{c1} - s_{c2})v_{dc}[k] \ (s_{a1} - s_{a2})v_{dc}[k] \ (s_{b1} - s_{b2})v_{dc}[k] \ (s_{c1} - s_{c2})v_{dc}[k] \end{bmatrix}. \]  \hspace{1cm} (6)

where \( s_{a1}, s_{b1}, s_{c1}, \) and \( s_{d1} \) are the switching states of the converter \( S_{a1}, S_{b1}, S_{c1}, \) and \( S_{d1} \) represents the on-state of the switches while \( S_{a2}, S_{b2}, S_{c2}, \) and \( S_{d2} \) represents off-state of the switches. The switching states \( S_{a1}, S_{b1}, S_{c1}, \) and \( S_{d1} \) form sixteen possible combinations and those sixteen switching combinations are used in the cost function minimizing the process of the FCS-MPC algorithm. The tips of these sixteen voltage vectors when projected onto the \( \alpha-\beta \) frame form a regular hexagon as shown in Fig. 3.

3 Control problem formation

3.1 Control objective

The primary control goal of the 3-Ø, 4-L inverter is to minimize its energy losses due to poor current tracking and higher THD in AC-current. For ensuring the proper operation of the 3-Ø, 4-L inverter, the primary control goal of the 3-Ø, 4-L inverter is to minimize its energy losses due to poor current tracking and higher THD in AC-current. For ensuring the proper operation of the 3-Ø, 4-L inverter and must confine the currents within its maximum limit.

\[ i_{min} < \hat{i}(i) < i_{max}. \]  \hspace{1cm} (7)
3.2 Conventional approach

To improve the current tracking, the conventional FCS-MPC algorithm firstly calculates the future current \(i[k+1]\) for each possible voltage \(u_{inv}\) of the 3-Ø, 4-L inverter. This voltage vector can be determined directly from the inverter switching states by using Eq. (6). Then, the voltage vector which minimizes the cost function is applied to the inverter to achieve desired control output. This control technique produces a significant amount of calculation burden to the FCS-MPC algorithm [13] for controlling the three-phase current. This large number of calculation burden can be reduced by considering the inverter voltage \(u_{inv}\) as a control variable which will be shown later in this paper. For the conventional approach the cost-function can be written as [14]:

\[
g_i[i[k+1]] = g_1/_{i[k+1]} + g_2/_{i[k+1]} + g_3/_{i[k+1]} + g_4/_{i[k+1]} + g_5/_{i[k+1]} + g_6/_{i[k+1]} + g_7/_{i[k+1]} + g_8/_{i[k+1]} \quad \text{(8)}
\]

Here, current \(i[k+2]\) is considered for delay compensation purpose. Then, the MPC algorithm compares the numerical values of Eq. (8) for different switching states and subsequently selects the optimal switching state which gives the minimum value in Eq. (8).

3.3 Proposed approach

From the control point of view, an optimizer selects the optimal converter switching states for the cost function minimization where the prediction variable is linked with the dynamic model of the 3-Ø, 4-L inverter. This optimization is achieved by extensively searching all possible converter switching states.

The primary goal of the proposed method is to utilize a modified digital predictive current control scheme to reduce the computational effort of the controller. Overall, the idea is to avoid the sixteen current predictions in the current prediction loop. Besides, the stability issues will also be investigated using Lyapunov's stability theory. For the present analysis, the control law to satisfy the control objective of Eq. (7) or to control the dynamics of the load current is chosen as:

\[
u_{inv}^*[k+1] = -\frac{L}{T_s}i[k] + \frac{R}{T_s}i[k+1] + v_{load}[k] + v_{LS}[k], \quad \text{(9)}
\]

The proposed approach features the calculation of the desired inverter output voltage \(u_{inv}^*[k+1]\) reference. From Eq. (9), it can be said that the load current will be exactly equal to its reference value when the converter voltage vector chosen by the controller will be same as \(u_{inv}^*[k+1]\). However, this may not be possible at all times. The reason for this is the finite control actions/ lack of modulation approach in FCS-MPC and for the case of four-legged inverters, the control actions are limited by the sixteen combinations of switching state. However, even if the exact voltage vector is not selected, the one closest to that can be selected and the conditions stated by Eq. (4) will be satisfied. Thus, the control actions will still be the most appropriate. In summary, the cost function with the proposed approach becomes:

\[
J[k+1] = [u_{inv}^*[k+1] - u_{inv}[k+1]]. \quad \text{(10)}
\]

4 Advantages compared to the conventional approach

4.1 Global stability

Lyapunov's stability theory is a widely used method to investigate the stability of a non-linear system. The stability phenomenon is similar to the energy behavior of any electrical system. Say for example, in an electrical system the energy is stored in the capacitors/inductors and dissipated through the resistive elements. Thus, the total energy consumption is balanced, and the total system of the system eventually decays to zero. A similar concept is followed in the Lyapunov's stability theory. If a practical control Lyapunov function exists for a system for which the total energy of that system converges to zero, then the system is said to be globally stable.

This leads to the definition of the practical control Lyapunov function (CLF) as discussed in [29]. In the following part, it will be proven mathematically that the proposed control technique can ensure the global stability.
The stability analysis starts with the definition of the load current error \( i_{\text{err}} \) of the 3-O, 4-L inverter. This load current error for the inverter can be represented as:

\[
i_{\text{err}}[k + 1] = i'[k + 1] - i[k + 1].
\]  

(11)

The future current error in the discrete form can be expressed as:

\[
i_{\text{err}}[k + 1] = \frac{1}{R_T} \left( L_i i[k] + T_s u_{\text{inv}}[k] - T_s v_{\text{load}}[k] - T_s v_{\text{Ea}}[k] \right) - i[k + 1].
\]

(12)

\[
\sigma = \left\{ i_{\text{err}} \mid i_{\text{err}} \leq \left( \frac{T_s}{R_T + L_s} \right) (\psi + \varepsilon) \right\},
\]

(13)

where, \( \psi \) and \( \varepsilon \) are the constants and represents the upper bound of the errors associated with the quantization and estimation process of the load voltage. The solutions of the current tracking dynamics are asymptotically stable if an input such that \( i_{\text{err}}[k] \in G \) and a control Lyapunov function \( V(i_{\text{err}}[k]) \) exists which satisfies the following inequality:

\[
V(i_{\text{err}}[k + 1]) - V(i_{\text{err}}[k]) \geq L_1 i_{\text{err}}[k + 1] - i_{\text{err}}[k],
\]

\[
\forall u_{\text{inv}}[k] \in A;
\]

\[
V(i_{\text{err}}[k + 1]) - V(i_{\text{err}}[k]) \leq L_2 i_{\text{err}}[k + 1] - i_{\text{err}}[k],
\]

\[
\forall u_{\text{inv}}[k] \in \Gamma; \]

\[\Delta V(u_{\text{inv}}[k]) < -L_3 i_{\text{err}}[k] + L_4,\]

where, \( L_1 \) to \( L_4 \) are positive constants. \( 1 \leq l, A \subseteq \mathbb{R}^n \) represents an invariant control set which is positive while \( \gamma \subset \mathbb{R}^n \) represents a compact set. For the present analysis, the future voltage vector is related with the converter voltage vectors at \((k + 1)\) sampling period and the quantization error. This can be expressed as Eq. (15):

\[
u_{\text{inv}}[k + 1] = u_{\text{inv}}[k + 1] + \Delta[k + 1].
\]

(15)

\[\Delta[k + 1] \text{ in Eq. (15) stands for the error associated with the quantization process and } u_{\text{inv}}[k + 1] \text{ is the continuous voltage input vector. } \Delta[k + 1] \text{ satisfies the following condition:}
\]

\[
| \Delta[k + 1] | \leq \psi(\psi > 0)
\]

(16)

where, \( \psi \) is the upper bound of the quantization error.

For assessing the global stability, a Lyapunov function (LF) can be defined as:

\[
V(i_{\text{err}}[k]) = \frac{1}{2} i_{\text{err}}^T[k] i_{\text{err}}[k].
\]

(17)

Using Eq. (12) and Eq. (17), the change of the Lyapunov function can be expressed as:

\[
\Delta V[k] = V(i_{\text{err}}[k + 1]) - V(i_{\text{err}}[k]).
\]

(18)

Using Eq. (11), Eq. (18) can be written as:

\[
\Delta V(i_{\text{err}}[k]) = \frac{1}{2} \left( \frac{1}{R_T + L_s} \left[ L_i i[k] + T_s u_{\text{inv}}[k + 1] + T_s \Delta[k + 1] \right] + \frac{T_s}{R_T + L_s} \left[ -T_s v_{\text{load}}[k + 1] + T_s v_{\text{Ea}}[k] \right] \right).
\]

(19)

Here, the converter voltage vector, \( u_{\text{inv}}[k + 1] \) is a finite set and bounded. The other terms in Eq. (19), load currents \( i[k] \), load voltage and neutral inductor voltage are also bounded. Quantization error term is also bounded according to Eq. (16). This leads to the ultimate boundness of the current control error to a compact set, where \( i_{\text{err}}[k] \in \Gamma \subset \mathbb{R}^2 \). \( \Gamma \) is the compact set determined by the converter voltage vector and the bounded AC load current reference. Thus, Eq. (19) can be written as:

\[
\Delta V[k] \leq -\frac{1}{2} i_{\text{err}}^T[k] i_{\text{err}}[k] + \left( \frac{T_s}{R_T + L_s} \right)^2 (\psi + \varepsilon)^2.
\]

(20)

Conditions that satisfy the stability condition is as followed:

\[
L_1 = L_2 = 1, \quad L_3 = \frac{1}{2}, \quad L_4 = \left( \frac{T_s}{R_T + L_s} \right)^2 (\psi + \varepsilon)^2.
\]

(21)

(22)

This implies the convergence of the system energy to zero or convergence of the current control error in a compact set as:

\[
\sigma = \left\{ i_{\text{err}} \mid i_{\text{err}} \leq \frac{L_4}{L_3} \right\}.
\]

(23)

Thus, according to the Lyapunov's stability criterion, the converter is asymptotically stable which implies to the continuous dissipation of the system's total energy. As entioned
earlier, the finite control set actions will limit the selection of exact converter voltage vectors as derived from Eq. (9). It is to be mentioned that, for the stability analysis effect of quantization error has been already considered.

It is worthy to mention that the control law derived from the Lyapunov function actually yields to the computation of the reference converter voltage vector. This is actually dead-beat predictive control. Thus, it is confirmed that the Lyapunov function based predictive control actually yields to dead-beat predictive control.

4.2 Computational burden reduction

Fig. 4 illustrates the geographical distribution of the inverter voltage vectors. The proposed control scheme predicts the voltage vectors in the optimization loop and the one closest to the desired voltage vector obtained by Eq. (10) is selected for control action. One of the main drawbacks of the classical approach is the high computational delay which is already reviewed in [12–13] and also discussed in the previous section.

Interestingly, the proposed approach allows preselecting the converter voltage vectors which are used for the cost-function minimization process. The reduction of admissible voltage vectors for the prediction process involves two-steps as described below.

- **Prism Identification:** This approach takes advantage of the \(\alpha-\beta\) projection of the desired voltage vectors first to identify the sector as shown in Fig. 4. The identification of the sector is similar to the identification of the prism of 3D-SVM technique for four-leg inverter control [11].
- **Polarity Checking/ Tetrahedron Selection:** Once the sector is identified then the polarity detection allows preselecting five converter switching states (referred to Table 1) for cost function minimization. It can be seen that the four-combinations of the voltage polarities corresponds to the four-tetrahedrons in the space vector diagram of the four-leg inverter [11].

Firstly, the prism is identified using the \(\alpha-\beta\) projection of the reference voltage vector (similar to sector identification in 2D-space vector diagram). Once the prism information is determined the next step is to search the tetrahedron in which the reference vector is located. For this purpose, each prism is further subdivided into four tetrahedrons, which leads to 24 tetrahedrons (referred to Table 1). If the reference voltage vector is located in prism 1, then using the polarities of the reference voltage vector of the converter, the desired tetrahedron can be identified. This tetrahedron corresponds to the desired reference converter voltage vector. In summary, once the sector is identified then the polarity detection allows preselecting five converter switching states (referred to Table 1) for cost

---

**Table 1** Table for preselection approach

<table>
<thead>
<tr>
<th>Prism</th>
<th>Reference Voltage Polarity</th>
<th>Switching States</th>
</tr>
</thead>
<tbody>
<tr>
<td>2*1</td>
<td>+, +, +</td>
<td>pppp, nnnn, pnnn, npnn, ppnn</td>
</tr>
<tr>
<td>2*2</td>
<td>+, +, +</td>
<td>pppp, nnnn, pnnn, npnn, ppnn</td>
</tr>
<tr>
<td>2*3</td>
<td>+, +, +</td>
<td>pppp, nnnn, pnnn, npnn, ppnn</td>
</tr>
<tr>
<td>2*4</td>
<td>+, +, +</td>
<td>pppp, nnnn, pnnn, npnn, ppnn</td>
</tr>
<tr>
<td>2*5</td>
<td>+, +, +</td>
<td>pppp, nnnn, pnnn, npnn, ppnn</td>
</tr>
<tr>
<td>2*6</td>
<td>+, +, +</td>
<td>pppp, nnnn, pnnn, npnn, ppnn</td>
</tr>
</tbody>
</table>

---

**Fig. 4** \(\alpha-\beta\) projection of the four-leg inverter used to identify the prism information.
function minimization. Overall implementation process is illustrated in Fig. 4 and Fig. 5. The overall control procedure includes four main steps:

- **Step-1:** This step involves the load current ($i$) measurement along with load voltage ($V_{dc}$) and dc-link voltage ($V_{dc}$). The reference load current calculation ($i^*$) is also involved in this step.
- **Step-2:** This step features the reference voltage vector of the converter to track the reference load current followed by the preselection the five voltage vectors for optimization process based on Table 1.
- **Step-3:** Prediction of the optimal voltage vectors based on cost function minimization.
- **Step-4:** This step involves the application of the optimal switching states obtained from Step-3.

Fig. 6 shows a simplified block diagram concerning the overall implementation procedure of the control technique for the present work. For further clarification, the timing diagram of the proposed method is also shown in Fig. 7.

The reference voltage vector for the converter will be calculated using Eq. (9). A look-up table (Table 1) will be used to choose the most appropriate control actions based on the preselection approach discussed in Section 4.2 to determine the five candidate voltage vectors to be used for the prediction process.

### 5 Results

The proposed control approach keeps the essence of the FCS-MPC as it uses the system model to predict the future behavior of the system variable. To prove the effectiveness of the proposed technique, simulation results are presented for a 3-Ω 4-L inverter system with different input voltages.

---

**Fig. 6** Simplified block diagram of overall control block

**Fig. 5** (a) Prism (P1) consisting of four tetrahedrons and (b) Reference vector in tetrahedron 1 (T1)
of the developed concept, an experimental test-rig has been built as shown in Fig. 8. The setup consisted of a four-leg inverter with an insulated gate bipolar transistor (IGBT) module and a dc-link capacitor with Vdc equal to 200-V. Semikron IGBT modules (SKM50GB12T4) are used as the switching device. The SKYPER-32R, a Dual IGBT Driver IC, is used as an interface between IGBT modules and the controller. DS-1104 is used as the control implementation platform. All the parameters used for the experimental verification are summarized in Table 2.

5.1 Steady-state performance analysis

Different case studies are presented to demonstrate the efficacy of the present work. Measurements from experimental prototype is shown with different case studies. The following four case studies are considered in the steady-state condition:

- Case-I: balanced loads supplied with balanced reference currents.
- Case-II: unbalanced loads supplied with balanced reference currents.
- Case-III: balanced loads supplied with unbalanced reference currents.
- Case-IV: unbalanced loads supplied with unbalanced reference currents.

The current reference and load parameters for case-I to IV are chosen as:

**Case-I:**
\[ i_a^* = i_b^* = i_c^* = 8A \]
\[ R_a = R_b = R_c = 6.8\Omega \]  
(24)

**Case II:**
\[ i_a^* = i_b^* = i_c^* = 8A \]
\[ R_a = 8.3\Omega, \ R_b = 9.6\Omega, \ \text{and} \ R_c = 8\Omega \]
(25)

**Case III:**
\[ i_a^* = 8.8A, \ i_b^* = 6A, \ i_c^* = 7.3A \]
\[ R_a = R_b = R_c = 8.1\Omega \]
(26)

**Case IV:**
\[ i_a^* = 8.8A, \ i_b^* = 6A, \ i_c^* = 7.2A \]
\[ R_a = 8.6\Omega, \ R_b = 9.2\Omega, \ \text{and} \ R_c = 8.2\Omega \]
(27)

**Table 2 Parameters for experimental prototype**

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Description of the variable</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vdc</td>
<td>DC Link Voltage</td>
<td>V</td>
<td>200</td>
</tr>
<tr>
<td>Ra</td>
<td>Filter Resistance</td>
<td>(\Omega)</td>
<td>0.01</td>
</tr>
<tr>
<td>L</td>
<td>Filter Inductance</td>
<td>mH</td>
<td>8</td>
</tr>
<tr>
<td>f</td>
<td>Fundamental Frequency</td>
<td>Hz</td>
<td>50</td>
</tr>
<tr>
<td>T_s</td>
<td>Sampling Period</td>
<td>(\mu)s</td>
<td>30</td>
</tr>
<tr>
<td>L_n</td>
<td>Neutral Point Inductance</td>
<td>mH</td>
<td>2.2</td>
</tr>
</tbody>
</table>
Results of Case-I presents the condition with balanced loads and balanced reference currents (Fig. 9). It is expected that a cleaner dc-supply system will give a better performance than the current one. Results of Case-II reveal unbalanced loads and balanced references in the steady-state mode (Fig. 10). This is a more practical situation when independent single-phase loads with different magnitudes connected to the inverter. It can be seen that in all the four cases the references are tracked very well underpinning the validity of the proposed predictive current control technique (Figs. 9–12). It can be observed that the controller tracks the current reference well with both balanced and unbalanced loads. Moreover, the controller is also effective to track the unbalanced current references. It is to be mentioned that the filter parameters are selected such that the total harmonic distortion (THD) value remains acceptable for real-time applications (less than 5%).

5.2 Transient performance analysis

The transient test results are shown in Fig. 13 and Fig. 14. The dynamic response of the load current is extremely fast (no overshoot and very short settling time) without any sacrifice in the tracking of the reference current. The proposed method with five-voltage vectors in the prediction process offers exactly same transient performance as the sixteen-voltage vector one. It has been experimentally proven that the proposed control technique can exhibit similar output performances compared to the conventional FCS-MPC scheme.
5.3 Evaluation of computational Burden Reduction

One of the significant concerns of FCS-MPC for the four-legged inverter is a large number of calculations in the prediction loop during each sampling interval. The proposed method can reduce the execution time from 22.6-µs to 17.9-µs for a DS-1104 platform. The comparison among different MPC algorithm is shown in Table 3. The measurement of the computational time is achieved in DSpace real-time measurement by using the command 'RTLIB TIC START' and 'RTLIB TIC READ' in C.

5.4 Investigation on switching frequency reduction

For reducing the switching frequency effort, additional switching frequency penalization term can be added in the cost function as Eq. (28). Thus, the final cost function becomes:

\[
J[k+1] = J^*[k+1] - u_m^*[k+1] + k_{sw}n_{sw}.
\]

(28)

\(k_{sw}\) is the weighting factor and \(n_{sw}\) is the number of commutations imposed by the switching state under evaluation.

Table 3 Comparison among different MPC algorithms

<table>
<thead>
<tr>
<th>Method</th>
<th>Voltage Vectors</th>
<th>Stability</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional</td>
<td>16</td>
<td>No</td>
<td>Low</td>
</tr>
<tr>
<td>Proposed method without preselection</td>
<td>16</td>
<td>Yes</td>
<td>Low</td>
</tr>
<tr>
<td>Proposed method with preselection</td>
<td>5</td>
<td>Yes</td>
<td>Low</td>
</tr>
</tbody>
</table>

The relationship between the weighting factor, the average switching frequency of the device and the THD of the load current is shown using a 3-D line plot (Fig. 15). It can be concluded that with the increased value of weighting factor the switching frequency reduction is possible, but it comes at the cost of higher ripple in the load current as illustrated in Fig. 15.

5.5 Robustness to parameter variation

As the state variables of the converter for the present analysis are being influenced by measurement errors, it is necessary to examine the robustness of the control technique against parameter variation. This subsection involves the mathematical formulation of the robustness of the proposed controller against parameter variation. This approach involves the definition of the cost function. The cost function of the proposed technique can be represented as [28]:

\[
J[k+1] = x^*[k+1] - x[k+1],
\]

(29)

where,

\[
x[k+1] = Ay[k] + Bu[k] + D.
\]

(30)

Detailed description about the matrices (A, B and D) can be found in [14]. The simplified version of the cost function form the control point of view can be defined as:

Fig. 14 Transients analysis for case III: unbalanced load with unbalanced reference currents

Fig. 15 3-D line plot illustrating the relationship between weighting factor, the average switching frequency of the device and THD of the load current
\[ x[k+1] \in x_r[k+1] \quad \text{or} \quad g[k+1] < g[k]. \] (31)

Here, \( x_r \) is the region of the voltage set. Now considering the additive uncertainty parameter, the following term can be derived:

\[ x_d[k+1] = (A + \dot{A})y[k] + (B + \dot{B})u[k+1] + D. \] (32)

Here, the \( A \) and \( B \) matrices correspond to the nominal response of the model, \( \dot{A} \) and \( \dot{B} \) takes into account the uncertainty of the model. Taken together the reference value of \( x \), the equation can be written as:

\[ x[k+1] - x^*[k+1] \leq x[k+1] - x^*[k] \]
\[ + \dot{A}y[k] + \dot{B}u[k+1]. \] (33)

Considering the upper bound of the uncertainty the following equation can be written:

\[ x[k+1] - x^*[k+1] + b_1y[k] + b_2 < x[k+1] - x^*[k], \] (34)
which is equivalent to:

\[ J[k+1] + b_1y[k] + b_2 < J[k]. \] (35)

To ensure robust performance of the controller, in case of the variable overflow on the right hand side constraint of Eq. (31) should be modified with the objective of minimum tracking towards the set point of the current. More specifically, the constraint at \((k+1)\) should be interchanged with \( x[k+1] \forall r_v \). Here, \( r_v \) uses a radius \( \hat{r}_v \). \( \hat{r}_v \) can be expressed as [22]:

\[ \hat{r}_v = r_v - b_1y[k] - b_2. \] (36)

Thus, the uncertainty of the \( r_v \) which is defined as a \( \hat{r}_v \) is a subset of \( r_v \) ensuring the robust behavior of the proposed approach. To verify the robustness analysis shown in the previous section, the value of the filter parameter is varied up to 100%, and it is found that the percentage current error is within the tolerance limit. Fig. 16 illustrates the variation of THD with variation of neutral inductance. One case scenario of percentage current error is shown in Fig. 17 when filter inductance is varied from 8-mH to 16-mH. Another case scenario of percentage current error is shown in Fig. 18 when filter inductance is varied from 8-mH to 12-mH. Unaware of the filter parameter variation, the controller tracking is still quite robust. However, the extreme condition of filter parameter variation may be not suitable for the controller, and thus an online estimation of the filter parameter is required. The neutral inductance \( (L_n) \) is used to reduce the switching frequency ripple in the neutral current. The results are summarized in Fig. 19. As expected, the lower values of the filter inductance lead to higher THD of the load current. It can be seen that the effect of varying the filter inductance is much more significant than the neutral inductance. As far as the role of a neutral inductor is concerned, without the neutral inductor or at lower values-neutral inductor the THD of the load current will be increased.

6 Conclusions

This work proposes a modified predictive control scheme for four-legged inverters, which readily ensures the global stability of the overall system. The first contribution of
this work leads to a reduction of computational burden using the preselection approach. The second contribution of this work is to investigate the stability of the overall system by using Lyapunov’s direct method. Experimental results are presented to provide support to the theoretical approach. Analysis involving the robustness against parameter variation, are also presented. Overall, experimental results demonstrate that the proposed predictive control technique offers a simplified approach that alleviates the computational effort of the controller while ensuring the global stability.
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