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Abstract

Pneumonia is an infection that inflames the air sacs in the lungs. It remains the leading cause of death in children aged <5 years. 

This acute respiratory infection kills over 150,000  newborns yearly. We present two approaches for detecting pneumonic lungs. 

Both involve chest X-ray (CXR) image classification. The first approach is based on convolutional neural networks (CNN). The second 

approach, proposed by us, uses the theoretical notion of Kolmogorov complexity (KC), which introduces the normalized compression 

distance (NCD) – a way of measuring similarities between objects of different nature, such as images. The respective algorithms are 

described, software implementation details are presented. Experiments were conducted to enable us to choose optimal parameter 

values that would facilitate accurate pneumonia detection. The two procedures showed high classification quality. This convincingly 

indicates they were accurate in differentiating the chest X-rays. Though a known fact, the CNN approach was confirmed to be more 

efficient when dealing with a larger training dataset. On the other hand, the NCD-KC technique was shown to be more efficient when 

handling a small number of classified images. A more sensitive and more accurate pneumonia diagnosing technique that combines 

the strengths of both approaches is found to be feasible.
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1 Introduction
Pneumonia is a form of acute respiratory infection that 
specifically affects the lungs. It remains a major cause of 
childhood mortality and morbidity globally. It is the sin-
gle biggest infectious cause of mortality in adults and chil-
dren [1, 2]. Viral and bacterial pneumonia have similar 
symptoms. This acute respiratory infection has claimed the 
lives of 2.5 million, including 672,000 children, in 2019. 
It accounted for 14% of all deaths of children under 5 years 
old but 22% of all deaths in children aged 1 to 5 [3].

Early and accurate diagnosis of pneumonia by poly-
merase chain reaction (PCR)-based techniques [4] is diffi-
cult. Though PCR methods are known for high sensitivity 
and good reproducibility, and they produce results in a few 
hours, they come with strict requirements in terms of anal-
ysis technique and personnel skills.

A chest CT scan may be used to detect pneumonia that 
may be more difficult to see (even to a professional radiol-
ogist) on a plain X-ray [5]. Moreover, not all medical insti-
tutions have the required CT facilities. Though radiogra-
phy is more common at healthcare facilities because of the 
wider availability of X-ray machines, the process intro-
duces unavoidable "noise" several times and has lower 
spatial resolution [6].

Since early diagnosis of pneumonia is crucial to ensure 
curative treatment and increase survival rates, it is highly 
necessary to develop computer programs that would facil-
itate early and accurate detection by chest radiography.

In this paper, we present two approaches to accurate 
detection of pneumonia in CXR images, which can be 
utilized in the real world to treat pneumonia. The first 
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one, which has been actively studied recently, is based on 
CNN. The capabilities of this approach have been demon-
strated [7–9]. It has been noted that classification accu-
racy strongly depends on sample size – the higher the size, 
the better the classification. Special focus is also placed 
on image preprocessing.

The second approach, proposed by us, is grounded 
on the KC-based NCD [10, 11]. The normalized compres-
sion distance uses the theoretical notion of the Kolmogorov 
complexity (KC) to measure the "length" of the com-
pressed version of a file, using a real-world compression 
program [12–15]. Image classification through KC is not 
a new idea [16]. Findings from a comparison of these two 
approaches could be useful when developing a robust 
pneumonia diagnosis application in the future.

Artificial intelligence, machine learning, deep learn-
ing, neural networks, etc. have gained so much attention in 
the last few years. However, other effective detection and 
classification approaches must not be excluded and forgot-
ten. Here, the KC (an approach invented a long time ago) is 
a good example; it performs better than a neural network 
when the amount of data is relatively small. In such a case 
(small amount of data), there is nothing to train a neural 
network on, whereas the Kolmogorov method can still 
perform because it does not require training. So, the moti-
vation here is that sometimes, it is worth remembering the 
experience of predecessors, and not forgetting them.

Section 2 presents some related works. After Section 2, 
we describe the images used in the work, their source, 
and the basic steps taken in processing them for the 
study. Section 3.2.1 (CNN approach) and Section 3.2.2 
(KC approach) present the basic theoretical aspects of 
each of the two algorithms and the most important ingre-
dients in their software implementation. Section 4 fea-
tures the description and results of experiments, compar-
ison of both approaches, and the main strengths of each. 
We draw some conclusions and provide practical recom-
mendations in Section 5.

2 Related work
Ranjan et al. [17] developed a deep learning-based approach 
using a customized deep learning model (VGG-16). Their 
target was to facilitate pneumonia detection and improve 
diagnosis accuracy. The proposed visual geometry group 
model was trained on 5856 CXR images, comprising that of 
both healthy individuals and pneumonia patients. The model 
achieved 98.28% accuracy, 0.98 precision, 0.97 recall, and 
0.976 F1 score. However, there are often CNN architectures 

available today that perform better than the visual group 
geometry VGG16 model, and transfer learning can be 
a challenging task due to the vanishing gradient problem.

A CNN model for classifying positive and negative 
pneumonia data from X-ray images was demonstrated by 
Stephen et al. [18]. Unlike other traditional techniques, 
it was designed from scratch to retrieve features from a given 
CXR and categorize it to determine if a person is infected 
with pneumonia or not. Due to the lack of a large pneu-
monia dataset for this classification task, the authors used 
data augmentation algorithms to improve the validation and 
classification accuracy of the CNN model. The study had 
limited access to radiological data. Training of the model 
with data from patients and nonpatients in different parts of 
the world could make significant improvements.

Swapna et al. [19] deployed deep learning networks of 
CNN and CNN-LSTM (LSTM = long short term memory) 
combination to automatically detect diabetes. This was 
done by analyzing heart rate variability (HRV) signals 
obtained from ECG signals. With a 5-fold cross-valida-
tion, CNN gave an accuracy of 93.6% while CNN-LSTM 
combination gave the maximum accuracy of 95.1%. From 
results obtained, it can be inferred that the proposed deep 
learning architecture did not learn the complete patterns 
associated with diabetes and non-diabetes data. The main 
reason may be due to the fact that the size of the HRV data 
used is less than that needed to be pushed as input to deep 
learning networks.

Reading CXR images is a difficult and challenging task, 
and it is prone to subjective variability. A computer-aided 
diagnosis system for pneumonia detection through CXR 
images has been developed [20]. Deep transfer learning 
was used to handle data scarcity. An ensemble of three 
CNN-based models was designed. A weight vector was 
formed by fusing the scores of four standard evaluation 
metrics. The method was evaluated on two datasets using 
a 5-fold cross-validation scheme. The approach reached 
98.81% and 86.85% accuracy and 98.80% and 87.02% 
sensitivity. These results outperformed those obtained by 
futuristic methods. Moreover, the method showed better 
performance than the widely used ensemble techniques. 
However, the ensemble framework was unable to predict 
correctly in some instances. This may be down to con-
trast enhancement of the images or other pre-process-
ing steps that were aimed at improving image quality. 
Another possible solution is the use of segmentation of 
the image before classification to enable the CNN models 
to achieve improved feature extraction. In addition, since 
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three CNN models were required to train the proposed 
ensemble, the computation cost was higher than that of 
the CNN baselines considered in the study.

Manickam et al. [21] designed a deep learning (DL) 
method using two optimizers, Adam and Stochastic 
Gradient Descent. The method used to classify pneumo-
nia patients was trained on a benchmark dataset of CXR 
images. Transfer learning approach was used, and three 
pre-trained architectures were adopted, namely ResNet50, 
InceptionV3 and InceptionResNetV2. Performances of the 
pre-trained models were compared with other CNN mod-
els using various metrics. The proposed model achieved 
93.06% accuracy, 88.97% precision, 96.78% Recall rate 
and 92.71% F1-score. These figures were higher than 
those of the other models. For ResNets, detection of errors 
becomes difficult in a deeper network.

A pneumonia diagnosis model, trained on CXR 
images, was proposed by Hashmi et al. [22]. Image data 
augmentation was used to increase the training dataset. 
Transfer learning was deployed while training the mod-
els. The model was evaluated and statistically validated 
to overfitting and generalization errors. Different scores 
were computed to check the performance. A 98.14% test 
accuracy and 99.71 AUC score were achieved on the test 
data. However, the authors were unable to localize the spe-
cific parts of the lung affected by pneumonia.

De and Chakraborty [23] proposed a disease detec-
tion system that could be used by healthcare specialists 
to detect liver disorders, hepatitis, heart disease, diabetes, 
and chronic kidney disease. The authors used Adaboost 
Classifier to detect diseases. This ML algorithm is able 
to identify referred diseases in the detection system with 
100% accuracy, precision, and recall. AdaBoost uses 
a progressively learning boosting technique. Therefore, 
it needs a high-quality dataset. Noisy data and outliers 
have to be avoided before adopting an Adaboost algorithm.

Chest x-rays of 23,954 individuals were analyzed by 
Qin et al. [24] for tuberculosis detection. The images were 
independently interpreted by a group of three radiologists 
and five AI algorithms. All the AI algorithms significantly 
outperformed the radiologists, reducing the number of 
Xpert MTB/RIF tests required by 50%, while maintain-
ing a >90% sensitivity. The algorithms performed worse 
among older age groups (>60 years) and people with a 
tuberculosis history. The work demonstrated that AI algo-
rithms can be highly accurate and serve as useful tri-
age tools for detecting tuberculosis; they can outperform 
humans. The study had several limitations. Due to logistic 

and budgetary constraints, the authors did not use cul-
ture as the reference standard, meaning that some people 
with Xpert-negative, culture-positive tuberculosis might 
have incorrectly been labelled as not having tuberculo-
sis. Due to the small number of asymptomatic individu-
als, the authors did not stratify by symptoms and analyze 
by symptom subgroup. No HIV testing was done because 
Bangladesh has a low HIV prevalence [24]. Children from 
the study population were excluded, even though some of 
the algorithms included were licensed for use in younger 
age groups. Additionally, only one brand of x-ray machine 
was used in this study due to procurement constraints. 
Lastly, the study was not conducted prospectively, and the 
authors did not collect implementation data. These deci-
sions limit the generalizability of the findings.

3 Materials and methods
3.1 X-ray images and image preprocessing
X-ray images used in this work were obtained from the 
Kaggle dataset [25]. We retrieved 5,856 X-ray images in 
.jpeg format as separate files; 1,583 of them were X-ray 
images of healthy people, while the remaining 4,273 were 
those of people with pneumonia. In the Kaggle data-
set, the images are classified and labeled as Normal and 
Pneumonia. Some of the X-ray images are shown in Fig. 1. 
The left image belongs to a person who does not have pneu-
monia, while the right one is that of a pneumonia patient.

Both detection algorithms were implemented in a dedi-
cated Python integrated development environment Pycharm, 
using Keras [26], an open-source software library that pro-
vides a Python interface for artificial neural networks.

Chest radiographs are black and white raster images and 
are of different sizes in Kaggle. That is why the images need 
to be first processed into some matrix (vector) form, which 
is used in both of our methods. To do this, the images are 
divided into pixels. Both for neural networks and for KC, 
the number of pixels varies in width and height depending 
on the experiments performed. The image with the min-
imum number of pixels has 16,384 pixels (128 by width 
and 128 by height) and the maximum is 1,048,576 pixels 

Fig. 1 X-ray images



348|Pechnikov et al.
Period. Polytech. Elec. Eng. Comp. Sci., 67(3), pp. 345–354, 2023

(1,024 by width and 1,024 by height). Each pixel color is 
represented by an integer from 0 to 255. In grayscale, 0 is 
black and 255 is white. The .jpeg images were converted 
to vector representation using the OpenCV-Python pack-
age [27], which is often used for such purposes.

To work with the CNN-based program, we needed to 
have three non-intersecting sets: a training set T, a verifi-
cation (or validation) set V, and a test set D. T is intended 
for training the network itself, V is used to set the classifier 
parameters; in our case, it was used to control the training 
progress. D is used to test the model. Each set is divided 
into two non-intersecting subsets: images of healthy peo-
ple and images of pneumonia patients.

To artificially expand the size of T, real-time 
image data augmentation was performed using the 
ImageDataGenerator class [28]. The essence of this 
method is that before the next training epoch, each image 
from the initial set T undergoes a series of transforma-
tions – rotation/shift by a small random angle/shift over 
the images and then the image scale is multiplied by 
a small random multiplier (zoom in/zoom out). These 
manipulations ensure that the neural network does not 
encounter the same image from T twice during training. 
This significantly improves the generalization capability 
of the neural network.

The KC-based program required two sets of X-rays: 
a set of images Y, which we called the control set, and the 
test set X. Accordingly, Y and X were also split into two 
non-intersecting subsets.

The sizes of T, V, D, Y and X and their subsets vary 
depending on the purpose of the training and/or experiment.

3.2 Pneumonia detection approaches
Image classification is crucial in computer-aided diagno-
sis. Medical image analysis involves feature extraction and 
representation, feature selection that will be used for clas-
sification, and feature and image classification. Here we 
look at two image classification approaches - based on 
CNN and on KC.

3.2.1 Convolutional neural network
CNN was first described by Lecun et al. [29] as a special-
ized type of neural network. It is one of the most popu-
lar and effective models for image recognition problems. 
When it comes to accuracy, CNNs blow competition out 
of the water.

A CNN consists of a step-by-step transition from spe-
cific features of an image to more abstract details, then 
to even more abstract ones, and so on up to extraction of 

high-level concepts. These abstract features form the so- 
called feature maps (matrices). The network self-adapts 
and produces the required hierarchy of abstract features 
(feature map sequences), discarding unimportant details 
and picking essential ones.

In general, a CNN is composed of multiple building 
blocks (layers). The original image is fed to the input 
layer. The signal then passes through a sequence of con-
volutional layers where the actual convolution and subsa-
mpling alternate. Formally, convolution is a specific oper-
ation, which involves multiplying the original matrix by 
a smaller matrix called the convolution kernel. The ker-
nel sort of "moves" over the original matrix from left to 
right and from top to bottom, computing, in each position, 
the scalar product of the filter and the part of the original 
matrix on which it is superimposed. The resulting num-
ber is stored as the corresponding element of the result. 
The convolution layer is an application of the convolution 
operation on outputs from the previous layer; convolution 
kernel weights are trainable parameters.

The matrix kernel dimension and the shift step are cho-
sen depending on a number of conditions [30]. We used 
layers with 32, 64, 128 and 256 kernels, the same ker-
nel size (3 × 3) and a shift step of 1. The scalar result of 
each convolution falls under a trigger function – a nonlin-
ear function that is usually embedded in the convolution 
layer. Typically, the activation function "squeezes" the 
result to the desired constraints. For example, the ReLU 
(Rectified Linear Unit) function returns 0 if the input is 
negative, and the number itself if it is positive. We used the 
ReLU function because our experiments achieved good 
neural network results here for classification of radio-
graphic images of pneumonia patients. A model that uses 
the rectified linear unit is easier to train and often achieves 
better performance [31]. Unlike other trigger functions, 
the main catch here is that the ReLU function does not 
activate all the neurons at the same time.

We used the Dropout regularization technique [32]. 
The essence here is that in one or more layers of a neural 
network, each neuron can be shut down (the output of this 
neuron is 0 regardless of the input signals) with a given 
probability p. The state of a neuron (on/off) is determined 
at each training iteration. When neurons are randomly 
removed from the network during training, others will 
have to chip in and handle the representation required 
to make predictions for the missing neurons. It is an effi-
cient way of performing model averaging. The adapta-
tion prevents all the neurons from converging to the same 
goal [33, 34]. This simulates a large number of networks 
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with different network structure and, in turn, make nodes 
in the network generally more resistant to inputs to pre-
vent the network from overfitting by preventing complex 
co-adaptations on training data [35].

Pooling is used to reduce the dimension of the matrix 
(feature map). The initial matrix is divided into blocks and 
some function is calculated for each of them. For example, 
a maximum function is used where a block is replaced by 
a single value of the maximum element of that block.

Alternation of layers allows to create feature maps from 
previous ones; on each next layer, the map reduces in size 
but increases in number. Usually, after passing through 
several layers, the feature map is gradually transformed 
into a set of vectors or even scalars. So, since the matrix 
(feature map) degenerates, we get hundreds of such scalars 
(feature maps).

A sequence of convolutional layers (convolution and 
pooling) gives as output a set of terminal feature maps. 
In turn, the set is fed to the input of an ordinary fully 
connected neural network, which can also consist of sev-
eral layers. This construction is sometimes referred to by 
the generic term "hidden layer". After the hidden layer, 
the signal is fed to the output layer, whose outputs form the 
result (network's response to the input).

A number of standard methods have been developed for 
CNN training. Among the methods is the backpropaga-
tion method, which is quite often used. In a mathematical 
sense, it is an iterative gradient algorithm that is used to 
minimize neural network error and obtain the desired out-
put. For this purpose, an evaluation function that depends 
on the output signals and their required (known) values is 
designed. For example, the least squares method can be 
used. To minimize the estimation function, the weights 
should be changed after each training example, "mov-
ing" in the multidimensional weight space in the opposite 
direction to the gradient pointing to the direction of the 
largest error increase.

To tackle the problem of pneumonia detection in X-ray 
images, we developed a CNN with the following struc-
ture: an input layer, four convolutional layers, a hid-
den layer, and an output layer. The structure is depicted 
in Fig. 2 using Python and Keras terminology. The first 
block contains Conv2D, which is a convolutional 2D layer 
that takes a 150 × 150 pixel matrix as input and outputs 
32 matrices of the same dimension. Stride denotes how 
many steps we are moving in each step in convolution. It is 
one by default. Padding describes the addition of empty 
pixels around the edges of an image. It can increase the 

height and width of the output. This is often used to make 
the output the same height and width as the input to pre-
vent unwanted shrinking of the output. It also ensures that 
all pixels are used with equal frequency. The ReLU func-
tion is used as an activation function. Here input_shape is 
an additional argument containing the dimension of the 
input image: the first two components define the height 
and width of the input image, while the third component 
defines the number of color channels (1 since the image 
is black and white). MaxPool2D is a subsampling layer. 
The BatchNormalization operation implements the batch 
normalization method proposed by Ioffe and Szegedy [36] 
in 2015. This technique makes the training of neural net-
works faster and more stable.

The second block takes as input 32 formed matrices, 
convolves, pools, and normalizes them. The output con-
sists of 64 matrices. Here, Dropout is performed at prob-
ability p = 0.1, as in the third block, and p = 0.2 in sub-
sequent blocks. The third block outputs as many feature 
maps as it receives. However, the pooling layer addition-
ally reduces the dimension of feature maps fed to the out-
put, which subsequently affects reduction of the dimension 
of the vector fed to the input of the fully connected sec-
tion of the network four-fold. The fourth and fifth blocks 
are almost similar to the third block, but their outputs are 
128 and 256 matrices, respectively, and the Dropout oper-
ation, as mentioned above, is performed with 0.2 prob-
ability. The sixth block implements a fully connected 
neural network (hidden layer) consisting, in turn, of sev-
eral layers. The Flatten layer converts 2D into 1D data. 
In our case, it forms a vector of 2,560 elements from 

Fig. 2 CNN architecture and main parameters
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256 5 × 5 matrices. The Dense layer outputs a vector of 
128 elements using the ReLU function. The seventh block 
is the output layer that forms the result. The sigmoid func-
tion is used as an activation function. It calculates the val-
ues of the sigmoidal function of argument x with Eq. (1):

� x
e x� � �

� �

1

1
.  (1)

The neural network was trained using the RMSprop 
optimizer, a gradient-based optimization technique used 
in training neural networks [26]. Chosen as the loss function 
is binary cross-entropy, implemented in the Keras library as 
binary_crossentropy and having the following form:

Loss y y y y y yj j j j j j, * log *log .
* * *� � � � � � �� � �� �1 1  

For n observations, j ∈ 1 … n, xj is the result (output 
signal) of the j-th observation, while yj is the required 
(known) value. The neural network response for object xj 
is a single real number yj

* , which is the probability that 
object xj belongs to class 1; the probability that xj belongs 
to class 2 is 1 − yj

* .
The accuracy metric was used to evaluate the training 

quality. Accuracy is the ratio of correctly classified objects 
to the total number of objects.

In the training of neural networks, the term epoch is used 
to denote a repetitive process that consists of feeding all 
examples from the training set as input, updating the neural 
network weights after each iteration, and, possibly, evaluat-
ing the training quality on the validation set. The classifica-
tion performance of the CNN is measured after each epoch 
and the validation results can influence training hyperparam-
eters (e.g., learning rate, optimal number of epochs, etc.).

In our case, we had to perform a series of experi-
ments for different training and validation sets and dif-
ferent number of epochs. As a basic example, we trained 
our CNN over 40 epochs for a training set T containing 
6,375 processed images (2,500 images of healthy subjects 
and 3,875 images of pneumonia patients) using a valida-
tion set V (200: 100 and 100 images, respectively). After 
each training iteration on T, we subjected V to a quality 
assessment. The accuracy function (as a function of epoch 
for both sets) obtained is shown in Fig. 3.

Fig. 3 shows that training accuracy on the validation 
set reaches its maximum at the 20th training epoch, after 
which it slightly falls, probably indicating overfitting 
in the network. So, it makes sense to stop training after 
the 20th epoch.

3.2.2 Kolmogorov complexity
The Kolmogorov complexity (KC) of an object, such as 
an image, is the length of the shortest computer program 
(in a specific programming language) that produces the 
object as output. Also known as algorithmic complexity, 
KC is a measure of the computational resources needed to 
specify the object.

The next two paragraphs present the definition of the 
Kolmogorov complexity as given exactly by Shen et al. [13] 
in the authors' English translation.

Let an arbitrary computable partial self-mapping D 
(from a set of binary strings Ξ) be the description method 
or decompressor. D is computable if there exists an algo-
rithm that applies to strings from the D definition domain 
and only to these words; D(x) is the result of applying the 
algorithm to string x. If D(y) = x, y is said to be a descrip-
tion of x under the D description method. For each D 
description method, we define complexity with respect to 
that description method by assuming it to be equal to the 
length l of the shortest description, see Eq. (2).

KSD x l y D y x� � � � � � � �� �min  (2)

The minimum of the empty set is said to be ∞. 
Description method D1 is said to be no worse than descrip-
tion method D2 if there exists a constant c such that 
KSD1 (x) ≤ KSD2 (x) + c for all x. A particular description 
%& %' method is optimal if it is no worse than any other 
description method.

Fig. 3 Accuracy function for sets T and V
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Now, we define a (not necessarily optimal) descrip-
tion method and denote by K(x) the complexity of x 
with respect to this description method. Hereafter, we 
will consider it equal to the number of bits in the com-
pressed version of x; archiver programs will serve as 
our D. This approach is used, for example, by Cilibrasi 
and Vitanyi [10], who stated that "... the Kolmogorov com-
plexity of a file is essentially the length of the ultimate 
compressed version of the file" [10:p.1528].

Let y be another binary word. Following the method 
proposed by Cilibrasi and Vitanyi [10], we denote by 
K(x|y) the minimum number of bits needed to reconstruct 
x from y. For any pair of x and y, we can define the normal-
ized compression distance as 

NCD x y
K x y K y x

K x K y
,

max ,

max ,
.� � �

� � � �� �
� � � �� �

 

It is proved that NCD(x, y) is symmetric, the iden-
tity and triangle axioms are also satisfied. The algorith-
mic information symmetry theorem is proved by Li and 
Vitányi [14]. Its consequence – the approximate equal-
ity K(x|y) ≈ K(yx) − K(y), where yx represents the con-
catenation of y and x. Therefore, given that in practice, 
K(xy) ≈ K(yx), the normalized compression distance can 
be approximately calculated as 

NCD x y
K xy K x K y

K x K y
,

min ,

max ,
.� � � � � � � � � �� �

� � � �� �  

Let there be a "test" set of images Y = YPneu ∪ YNorm , where 
YPneu is a subset of lung images with signs of pneumonia, 
and YNorm is a subset of images without pneumonia signs; 
|YPneu| = |YNorm| = M. There is also a test set X whose images 
should be classified as healthy or as pneumonic; |X| = N. 
Each element of Y and X is a file with the corresponding 
chest image. We denote the elements of set YPneu as Yi

Pneu , 
elements of set YNorm as Yi

Norm and elements of set X as xi .
The basic idea of the algorithm is that for each tested 

element of X, the distance to YPneu and YNorm is calculated, 
after which the image is recognized as pneumonic or 
non-pneumonic based on the criterion of minimum dis-
tance to the corresponding set. The distance from an ele-
ment to a set can be determined in different ways. We used 
the minimum of NCD distances from the tested element of 
X to each element of YPneu and YNorm .

We assume there is a converter software that converts 
the contents of an image-containing file into a binary file. 
We also assume there is an archiver program that can com-
press the contents of this binary file. So, we denote the 

conversion operation by Conv, and the compression opera-
tion by Arch. Sequential execution of these two operations 
on image-containing file x is denoted by Arch(Conv(x)). 
Accordingly, the Kolmogorov complexity K(x) of file x is 
equal to the size of the file resulting from the Arch(Conv(x)) 
operation, that is, K(x) = Size(Arch(Conv(x))).

Let us denote file concatenation operation with the 
symbol ⊕. Given the introduced concepts and definitions, 
in general terms, the chest X-ray image classification algo-
rithm for pneumonia diagnosis is presented in Algorithm 1.

In Algorithm 1, chest images were assigned to a particular 
class based on the minimum distance among the minimum 
normalized compression distances to each class. We tried 

Algorithm 1 Classification algorithm for pneumonia diagnosis

//Calculating K for the control set:

for � �y YPneu
i

Pneu , do

K y Size Arch Conv yPneu
i

Pneu
i� � � � �� �� �;  

end for

for � �y YNorm
i

Norm , do

compute K y Size Arch Conv yNorm
i

Norm
i� � � � �� �� � ;

end for

//The main step of the algorithm (classification of elements of the 
tested set):

for � �x Xi  do

compute K x Size Arch Conv xi i� � � � �� �� � ;

end for

for � �y YPneu
i

Pneu , do

perform x yi Pneu
j⊕ ;

compute K x y Size Arch Conv x yi Pneu
j

i Pneu
j�� � � �� �� �� �� ;

compute NCD x y
K x y K x K y

K x Ki Pneu
j i Pneu

j
i Pneu

j

i

,
min ,

max ,

� � � �� � � � � � �� �
� � yyPneu

j� �� � ;

end for

for � �y YNorm
i

Norm , do

perform x yi Norm
j⊕ ;

compute K x y Size Arch Conv x yi Norm
j

i Norm
j�� � � �� �� �� � ;

compute NCD x y
K x y K x K y

K x Ki Norm
j i Norm

j
i Norm

j

i

,
min ,

max ,

� � � �� � � � � � �� �
� � yyNorm

j� �� �
find sign NCD x yPneu j M i Pneu

j� � �
� �
min ,
1

 and  

sign NCD x yNorm j M i Norm
j� � �

� �
min ,
1

end for

if sign signPneu Norm≤ , then

assign xi to the pneumonia class.

else

assign xi to the non-pneumonia class

end
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other criteria, e.g., minimum of the mean, but the result was 
worse. The image files were archived using 7z, an open-
source file archiver. Other archiver programs were tested, 
e.g. WinRAR archiver, but they did not perform better.

4 Results and analysis
Binary classification results are quite often evaluated 
using a confusion matrix (error matrix) [37]. We have pre-
sented our matrix in Table 1.

In these notations, precision, which tells us how many 
of the correctly predicted cases actually turned out to be 
positive, is described by Eq. (3):

precision
TP

TP FP
�

�
.  (3)

Recall, presented under Eq. (4), shows how many of the 
actual positive cases we were able to predict correctly with 
our model.

recall
TP

TP FN
�

�
 (4)

F-measure, shown in Eq. (5), represents the harmonic 
mean of precision and recall. This measure allows to opti-
mize the two metrics simultaneously.

F-measure
precision recall

precision recall
�

� �
�

2  (5)

We performed a series of experiments for the developed 
CNN and for the program implementing the KC-based algo-
rithm. Our goal was to compare the two programs. So, the 
same randomly generated test set was used for each of them. 
Below, we present the most significant results obtained.

For CNN, the dimension of training set T was taken as 
variable parameters. Table 2 shows the values for the case 
of 20 training epochs for the network presented in Fig. 2. 

The network was retrained with the same initialization 
weights and other pseudorandom values as the first time. 
Column T shows the number of images of healthy subjects 
plus (+) that of pneumonia patients in the training set. Test 
set D contains 50 images of healthy people (we use the 
notation "norm" to denote them) and 50 images of pneu-
monia patients ("pneumo"). The validation set V for CNN 
in all cases contained 100 images of healthy people and 
100 images of pneumonia patients.

For the KC-based algorithm, image segmentation into 
pixels was our variable parameter. The "pixels" column in 
Table 3 lists the pixel width and height partitioning values. 
Control set Y contains 100 images of pneumonia patients 
and 100 images of healthy subjects. The main step of the 
KC algorithm requires time to classify each element of the 
test set. The time increases significantly as the dimension 
of Y increases. Classification quality does not significantly 
improve when the dimension is increased beyond a set 
of 100 images of pneumonia patients and 100 images of 
healthy people. Set D for CNN is used as test set X.

Obviously, as the training set increases, the CNN 
metrics improve. For the KC-based algorithm, the pic-
ture is somewhat different: increasing the number of 
pixels in the image partition leads to better results up to 
a certain value, after which deterioration sets in. In our 
case, the best results were obtained for 512 × 512 pixels. 
Note that on the same test set, these results are between 
250 + 250 and 300 + 300 for CNN, better than the former 
and worse than the latter.

As stated in the introduction, neural networks today 
represent a promising direction for solving the problem of 
pneumonia detection in CXR images. Our study has con-
firmed this and has also supported the fact that classifica-
tion accuracy strongly depends on sample size.

Meanwhile, the proposed KC-based approach opens 
up the possibility for more accurate classification in cases 
where the dataset of classified images is small. However, 
when the training data is large enough, the KC-based algo-
rithm becomes inferior to CNN, albeit slightly, on all met-
rics. This is evident in the second row of Table 2. Here, test 
set X is equal to D, while control set Y contains 100 images 
of pneumonia patients and 100 images of healthy subjects.

Table 3 Experimental results and metrics for the KC-based algorithm

pixels norm pneumo precision recall F-measure

128 × 128 0:50 50:0 0.500 1.000 0.667

350 × 350 9:41 50:0 0.549 1.000 0.709

512 × 512 42:8 44:6 0.846 0.880 0.863

800 × 800 50:0 22:38 1.000 0.367 0.537

Table 2 Experimental results and metrics for CNN

T norm pneumo precision recall F-measure

200 + 200 0:50 50:0 0.500 1.000 0.667

250 + 250 12:38 49:1 0.563 0.980 0.715

300 + 300 46:4 45:5 0.918 0.900 0.909

400 + 400 49:1 46:4 0.979 0.920 0.948

Table 1 Confusion matrix

True classification

Pneumonia No pneumonia

Predicted result TP:FN TN:FP
Note: TP (true positive), image is correctly classified as pneumonic; 
FP (false positive), image is incorrectly classified as pneumonic; 
TN (true negative), image is correctly classified as non-pneumonic; 
FN (false negative), image is incorrectly classified as non-pneumonic.
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5 Conclusion
This paper has considered two fundamentally different 
approaches to the classification of chest X-ray images for 
the purpose of diagnosing pneumonia. The first approach, 
which is widely used today, is based on convolutional neu-
ral networks. The second approach adopts the Kolmogorov 
complexity theory, whereby the normalized compression 
distance is used to classify and measure "similarities" 
between the images. Both approaches were presented, 
their respective algorithms were described, and software 
implementation details were provided.

Experiments conducted enabled us to choose parameter 
values such that the problem (accurate pneumonia detection 
from X-ray images) could be successfully and efficiently 
solved. The CNN demonstrated high classification quality 
when the training set had ≥300 images of healthy subjects 
and ≥300 images of patients with pneumonia. For a smaller 
number of images (<300), classification quality falls sig-
nificantly. To our knowledge, there is no rigorous charac-
terization of the sample complexity of learning a CNN. 
The optimal sample size required to effectively train a 

CNN model has not yet been ascertained [38]. However, 
the Kolmogorov complexity algorithm shows rather high 
classification quality for 100 classified images of healthy 
people and 100 classified images of pneumonia patients, 
something that was unattainable by CNN.

All this suggests that CNN is superior when handling 
a fairly large training set. The KC approach can tackle 
the same problem much better but for a smaller number 
of classified images. Our findings offer a promising out-
look for the development of more sensitive and accurate 
pneumonia detection methods that integrate the merits of 
both approaches.
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